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Chapter 1

Introduction

1.1 Basic Feedback Con�guration

The standard single loop feedback block diagram con�guration is shown in
Figure 1.1. There are three basic blocks G(s), Gc(s) and H(s), the plant,
compensator and feedback transfer functions, respectively. These are discussed
below. But �rst a straightforward analysis leads to the overall input to output
transfer function of this con�guration:

Figure 1.1: Feedback System Block Diagram

Y (s)

U(s)
=

G(s)

1 +G(s)H(s)
(1.1)

=
1

H(s)

G(s)H(s)

1 +G(s)H(s)
(1.2)

The product G(s)H(s) (more strictly, −G(s)H(s)) is termed the loop gain as
it is the product of the gains around the feedback loop. Equation (1.3) is termed
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4 CHAPTER 1. INTRODUCTION

the closed loop gain of the system. The advantages that feedback provides is
derived from the fact that as long as the magnitude of the loop gain is large,
that is, |G(s)H(s)| � 1, then the closed loop gain is determined by H(s).
However, the price to be paid for this is the possibility that the denominator
polynomial, known as the characteristic polynomial, i.e. 1 + G(s)H(s) may
vanish at some frequency resulting in the closed loop gain becoming unbounded,
that is unstable. The purpose of the compensator Gc(s) therefore is to provide
loop shaping to avoid this instability condition.

From this discussion we can therefore summarize the purpose of each of the
three blocks: G(s) is the plant, which implements the operational function that
is desired; the feedback block H(s) (under the condition of high loop gain) sets
the value of closed loop gain

Y (s)

U(s)
≈ 1

H(s)
for |G(s)H(s)| � 1

and the compensator Gc(s) block improves the stability and performance of the
closed loop system.

The performance of the closed loop system will be assessed by examining the
response to step inputs. Speci�cally, with reference to �gure 1.2 we will look at
the rise time, settling time and percentage overshoot. Rise time, tr, is de�ned
as the time it takes for the step response to go from 10% to 90% of the �nal
value. Settling time, ts, refers to the time it takes for the response to remain in
a band of ±5% of the �nal value. The percentage overshoot (OS) is determined
by the following formula

OS =
B −A
A

× 100 (1.3)

where A and B represent the largest overshoot value and �nal value, respec-
tively.

1.2 Stability - Absolute and Relative

As discussed above, the question of absolute stability of a closed loop system,
that is whether it is stable or not, can be answered by whether a frequency
exists for which satis�es the characteristic equation:

1 +G(s)H(s)|s=jω = 0 (1.4)

These frequencies are the 'poles' of the closed loop system. The locations of
pole frequencies can be mathematically determined by a root �nding procedure.
Stability can be subsequently assessed by examining whether all of these com-
plex valued quantities have a negative real parts. If so, the system is said to be
absolutely stable.
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Once absolute stability is assessed, then the question of how stable the system
is, that is, its relative stability may be asked. In this regard, the gain (GM) and
phase margins (PM) are used. This is generally done in the context of Bode
plots, which show the magnitude and phase response of the loop gain over a
range of frequencies which include the −180◦ phase crossover frequency and the
unity gain crossover frequency, as shown in �gure 1.3. As a rule of thumb, a
gain margin of > 10 dB and phase margin of between 45◦ to 60◦ are deemed
desirable.

Note also that (under certain mild assumptions concerning the loop gain) the
phase margin may be used to determine the stability of the closed loop system.
The phase margin test for absolute stability requires that

Phase Margin Test for Stsbility: PM > 0 =⇒ stability (1.5)

The gain margin does enter into the absolute stability consideration. This
may be seen as rather unusual and so an example will be presented in the
next section demonstrating this as well as tying up a number of other concepts
presented here.

It should be emphasized that the stability of the closed loop system which
has transfer function G

1+GH can be assessed by looking at a property the loop
gain which has transfer function GH, speci�cally the phase margin.

The design of compensators may be approached in several ways. In this book
the use of Bode plots to shape the loop and obtain desirable gain and phase
margins is demonstrated.

The design of the compensator may be approached several ways. In this book
the use of Bode plots to shape the loop is demonstrated
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Figure 1.2: Step Response
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Figure 1.3: Gain and Phase Margins
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1.3 Stability Analysis Example

Consider a system with the following loop gain

T (s) = A

(
1 + s

ωz

)(
1 + s

ω1

)
s3

where A = 300, ωz = 40rad/s, and ωz = 1rad/s

Using the methodology that has been developed to this point, the loop gain,
T (s) will be analyzed to determine whether the system is stable.

The stability analysis begins by constructing an asymptotic bode plot of the
given system, as shown in Figure 1.4.

180
o

−

| ( ) |T s

Phase

Margin

Negative 

Gain

Margin

Figure 1.4: Bode Plot: System Loop Gain
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Using the asymptotic bode plot, the phase margin is calculated by utilizing
the magnitude to determine the crossover frequency:

A
ω2

c
= 1 or ωc =

√
A = 17.3rad/s

With the crossover frequency de�ned, the margin is calculated by inserting
the frequency value into the loop gain phase equation:

PM = 180o − 270o + tan−1

(
ωc
ωz

)
+ tan−1

(
ωc
ω1

)

PM = 180o − 270o + tan−1

(
17.3

40

)
+ tan−1

(
17.3

1

)
= 20o

To determine the gain margin, the phase equation is used to determine the
frequency in which the phase is −180o.

−180o = −270o + tan−1

(
ωm
ωz

)
+ tan−1

(
ωm
ω1

)
Solving the phase equation for ωm, ωm = 6.32rad/s

Inserting the computed value of ωm into the magnitude equation, the gain
margin is calculated as follows:

|T (jωm)| = A

ω2
m

=
300

6.322
= 7.5

GM = −20log10 (7.5) = −17.5dB

Using MATLAB to verify the asymptotic bode plot, Figure 1.5 con�rms the
phase and gain margin analysis, with a gain margin and phase margin error
of 1.1% and 6.1% respectively, due to the approximations of the asymptotic
magnitude plot.

With a positive phase margin, and a negative gain margin, additional criterion
are necessary to determine if the system is stable. Another method used to
determine the stability of a system is the Routh-Hurwitz stability criterion.

Before the Routh-Hurwitz criterion can be applied to the presented system,
a closed loop transfer function must be derived for the system loop gain. One
possible realization of the closed loop system is presented in Figure 1.6.
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Figure 1.5: Matlab Analysis of phase and gain margin

Figure 1.6: Closed-Loop realization of Ts

From Figure 1.6, the closed-loop transfer function is derived as follows:

Tcl (s) =
1

1 + T (s)

Tcl (s) =
1

s3+A(1+ s
ωz

)
(

1+ s
ω1

)
s3

Tcl (s) =
s3

s3 + A
ωzω1

s2 +A
(

1
ωz

+ 1
ω1

)
s+A
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With the system de�ned in a closed-loop form, the denominator polynomial
can be used to determine system stability as shown in Figure 1.7

Figure 1.7: Routh Hurwitz analysis of closed loop system

Figure 1.8: Routh Hurwitz Values

Applying the system parameters, Figure 1.8 con�rms that no sign changes
are present in the �rst column. This con�rms that the system is stable, while
having negative gain margin.

With the system con�rmed as stable, the next item to explore is the possible
parameter shifting in the system that could cause the system to become unsta-
ble. From the derivations shown in Figure 1.7, the only term that could cause
a sign change in the �rst column is the s1 term. Setting this term to zero and
solving for A:

A (ω1 + ωz)

ω1ωz
− ω1ωz = 0

A =
1

ωz + ω1
= 39.024
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Applying the shifted A parameter to the asymptotic bode plot of Figure 1.4,
the updated bode plot is shown in Figure 1.9.

180
o

−

| ( ) |T s

Figure 1.9: Bode Plot: System Loop Gain with parametric shift

Applying the new value of A to the magnitude equation, A
ω2

c
= 1 or ωc =

√
A = 6.25rad/s. With this frequency, the phase margin is calculated to be
−0.2o.

As a con�rmation of the above margin estimate due to parametric value shift,
Figure 1.10 con�rms the analysis, with a phase margin of −8.82 · 10−5.
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Figure 1.10: Matlab Analysis of phase and gain margin with parametric shift

Summary

This chapter has shown the reader how to apply asymptotic bode plots to
determine the stability of a system. The reader has also learned that in some
scenarios it may be necessary to use asymptotic bode plot analysis in conjunction
with the Routh-Hurwitz stability criterion to determine the stability of a system.
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1.3.1 Matlab Code

1 clear all;
2 close all;
3

4 f = logspace(−3,3,10000);
5 w = 2*pi*f;
6 s = tf('s');
7

8 A = 300;
9 w1 = 1;

10 wz = 40;
11

12 %====================================================================
13 %System Loop Gain
14 %====================================================================
15 sys = A*(1+s/w1)*(1+s/wz)/(s^3);
16

17 figure(1)
18 [mag, phase] = bode(sys,w);
19 margin(mag, phase, w)
20

21 h = gcr;
22 xlim([10^−2 10^3]);
23 h.AxesGrid.TitleStyle.FontSize = 16;
24 h.AxesGrid.XLabelStyle.FontSize = 12;
25 h.AxesGrid.YLabelStyle.FontSize = 12;
26 %====================================================================
27

28

29 %====================================================================
30 %Plot Marginal Stability Per Routh Hurwitz
31 %====================================================================
32 A=39.024;
33

34 sys = A*(1+s/w1)*(1+s/wz)/(s^3);
35

36 figure(2)
37 [mag, phase] = bode(sys,w);
38 margin(mag, phase, w)
39

40 h = gcr;
41 xlim([10^−2 10^3]);
42 h.AxesGrid.TitleStyle.FontSize = 16;
43 h.AxesGrid.XLabelStyle.FontSize = 12;
44 h.AxesGrid.YLabelStyle.FontSize = 12;
45 %====================================================================
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1.4 Appendix: Routh-Hurwitz Stability Analysis

To determine if a system is stable, it is necessary to determine if the system
denominator polynomial has right half-plane roots. For polynomials of a higher
order than two, the quadratic formula is insu�cient to determine stability.

A widely used method of determining the number of RHP roots for higher
order systems is the Routh-Hurwitz test. The Routh-Hurwitz test is a numerical
procedure for determining the numbers of RHP and imaginary axis (IA) roots
of a polynomial.

Consider the following polynomial:

p (s) = ans
n + an−1 + ...+ a1s+ a0

The coe�cients of the polynomial are arranged as follows in Figure 1.11:

...

...

Figure 1.11: Routh Hurwitz analysis

The system is considered stable if there are no sign changes in the �rst column.
The coe�cients populated in Figure 1.11 are calculated as follows:
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b1 =

−
∣∣∣∣ an an−2

an−1 an−3

∣∣∣∣
an−1

=
an−1an−2 − anan−3

an−1

b2 =

−
∣∣∣∣ an an−4

an−1 an−5

∣∣∣∣
an−1

=
an−1an−4 − anan−5

an−1

c1 =

−
∣∣∣∣an−1 an−3

b1 b2

∣∣∣∣
b1

=
b1an−3 − b2an−1

b1

c2 =

−
∣∣∣∣an−1 an−5

b1 b3

∣∣∣∣
b1

=
b1an−5 − b3an−1

b1

An example to illustrate the Routh-Hurwitz method is presented with the
polynomial below:

p (s) = 4s4 + 3s3 + 10s2 + 8s+ 1

b1 =

−
∣∣∣∣4 10
3 8

∣∣∣∣
3

= −2

3

b2 =

−
∣∣∣∣4 1
3 0

∣∣∣∣
3

= 1

b3 =

−
∣∣∣∣4 0
3 0

∣∣∣∣
3

= 0

c1 =

−
∣∣∣∣ 3 8
− 2

3 1

∣∣∣∣
− 2

3

=
25

2



1.4. APPENDIX: ROUTH-HURWITZ STABILITY ANALYSIS 17

c2 =

−
∣∣∣∣ 3 0
− 2

3 0

∣∣∣∣
− 2

3

= 0

d1 =

−
∣∣∣∣− 2

3 1
25
2 0

∣∣∣∣
25
2

= 1

d2 =

−
∣∣∣∣− 2

3 0
25
2 0

∣∣∣∣
25
2

= 0

Figure 1.12: Routh Hurwitz analysis worked example

The two sign changes in the left column indicate that p (s) has two RHP
roots.
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Chapter 2

Bode Plots

Introduction

In the following we will present magnitude and phase asymptotic approxima-
tions to a number of basic transfer functions. The value of these asymptotic
approximations is that simpli�ed mathematical expressions may be used to pre-
cisely describe the asymptote. In the case of the magnitude characteristic the
magnitude is generally displayed in a plot dB versus frequency presented on a
log scale. When plotted using these scales the plot can be well approximated us-
ing straight line asymptotic segments. It is these segments that exact formulas
may be presented. Note however that annotations on the magnitude plot use
the absolute value rather than the relative value which the dB value represents.

Magnitude in dB is obtained by:

|H (s)|dB = 20 log [H (s)]|s=jω (2.1)

The phase plot is represented by phase angle in degrees versus log frequency.
The phase plot of a transfer function is obtained by setting s = jω where
j =
√
−1, and where ω represents the angular radian frequency. In sections of

this book, we will prefer to use f = ω
2π when dealing with actual frequencies.

∠H (s) = ∠H (s)|s=jω (2.2)

2.1 Simple Gain

The simplest transfer function is that of constant gain which we will denote
as A, so that the transfer function is given as:

H (s) = A (2.3)

19
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In this case the asymptotic and exact magnitude and phase characteristics
are the same and are shown in �gure 2.1. As just mentioned above, note that the
magnitude line is annotated with its absolute value, rather than its dB value.

Figure 2.1: Simple Gain

2.2 Pole at Zero

The next transfer function considered is that of a single pole at zero frequency,
as given by:

H (s) =
A

s
(2.4)

This transfer function is that of an integrator. The case of a �nite pole
frequency di�erent than zero is tackled below. The asymptotic magnitude and
phase plots are shown in �gure 2.2. With reference to this �gure, we can in-
terpret the parameter A as the gain of the transfer function at the angular
frequency of ω = 1.

Figure 2.2: Pole at Zero
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Alternatively, this same transfer function may be represented as H (s) = ωo

s
where ωo = A. With reference to �gure 2.3, we see that ωo may be interpreted
as the value of frequency for which the transfer function has a gain of unity.

Figure 2.3: Pole at Zero

2.3 Zero at Zero

The next transfer function considered is that of a single zero at zero frequency,
as given by:

H (s) = As (2.5)

This transfer function is that of a di�erentiator The case of a �nite zero
frequency di�erent than zero is tackled below. The asymptotic magnitude and
phase plots are shown in �gure 2.4. With reference to this �gure, we can in-
terpret the parameter A as the gain of the transfer function at the angular
frequency of ω = 1.

Figure 2.4: Zero at Zero
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Alternatively, this same transfer function may be represented as H (s) = s
ωo

where ωo = 1
A . With reference to �gure 2.5, we see that ωo may be interpreted

as the value of frequency for which the transfer function has a gain magnitude
of unity.

Figure 2.5: Zero at Zero

2.4 Pole at ωo

The next transfer function considered is that of a single zero at a frequency
of ωo, as given by:

H (s) =
A

1 + s
ωo

(2.6)

Figure 2.6: Pole at ωo

2.5 Zero at ωo

The next transfer function considered is that of a single zero at a frequency
of ωo, as given by:
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H (s) = A

(
1 +

s

ωo

)
(2.7)

Figure 2.7: Zero at ωo

2.6 Right Half Plane Zero at ωo

The next transfer function considered is that of a single right half plane zero
at a frequency of ωo, as given by:

H (s) = A

(
1− s

ωo

)
(2.8)

Figure 2.8: Right Half Plane Zero at ωo
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2.7 Complex Pole Pair with Resonant Frequency
at ωo

The next transfer function considered is that of a complex pole pair with
resonant frequency at ωo, as given by:

H (s) =
A

1 + s
Qωo

+
(
s
ωo

)2 (2.9)

Figure 2.9: Second Order Complex Pole at ωo

2.8 Complex Zero Pair with Resonant Frequency
at ωo

The next transfer function considered is that of a complex zero pair with
resonant frequency of ωo, as given by:

H (s) = A

(
1 +

s

Qωo
+

(
s

ωo

)2
)

(2.10)

2.9 Composite Transfer Functions

Having just presented the asymptotic Bode plots for some basic transfer func-
tion we will next demonstrate how these may be used in constructing asymptotic
Bode plots for more complicated transfer functions. This then will allow form-
ing simpli�ed mathematical expressions for magnitude and phase which will be
used in compensator design.
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Figure 2.10: Second Order Complex Zero at ωo

As an example we present the following transfer function:

T (s) =
To(

1 + s
ω1

)(
1 + s

ω2

)(
1 + s

ω3

) (2.11)

where

To = 250, ω1 = 2π (10) , ω2 = 2π (100) , ω3 = 2π (300)

Somewhat arbitrarily we can identify three constituent basic transfer func-
tions which when multiplied together form the composite transfer function.

T (s) =
To(

1 + s
ω1

)
︸ ︷︷ ︸

Ta(s)

1(
1 + s

ω2

)
︸ ︷︷ ︸

Tb(s)

1(
1 + s

ω3

)
︸ ︷︷ ︸

Tc(s)

(2.12)

We will �rst construct the magnitude plot. Figure 2.11a shows the asymptotic
response for each of the components. Note that the magnitude annotations are
given in absolute terms so that the composite magnitude is simply the product
of the constituent magnitudes in the relevant frequency interval. In contrast, the
slopes expressed in dB are simply added together. The result of the composite
magnitude is shown in �gure 2.11b.

Similarly the constituent phase response is shown in �gure 2.12a; and com-
posite phase plot is shown in �gure 2.12b.
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The �nal form of the asymptotic Bode plot is given in its customary form
with magnitude response place above the phase response, shown in �gure 2.13.
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Figure 2.11: a) Asymptotic magnitude plots for the constituent transfer func-
tions, b) Asymptotic magnitude plot for the composite transfer function
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Figure 2.12: a) Asymptotic phase plots for the constituent transfer functions,
b) Asymptotic plot plot for the composite transfer function
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Figure 2.13: Final constructed asymptotic Bode plot showing, a) asymptotic
magnitude response, b) asymptotic phase response
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2.10 Summary of Bode Plots
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Chapter 3

Compensator Design

3.1 Design Procedure

3.1.1 Introduction

In this chapter we will demonstrate a procedure for designing frequency com-
pensators for the standard feedback con�guration shown in Figure 3.1. G(s), as
before, represents the plant transfer function; H(s) represents the feedback gain
and is used to set the closed loop gain and Gc (s) represents the compensator.

Figure 3.1: Feedback System Block Diagram

To demonstrate the design procedure, in the sequel we will use a plant and
feedback gain with the following transfer functions:

G (s) =
Go(

1 + s
ω1

)(
1 + s

ω2

)(
1 + s

ω3

) (3.1)

H (s) = k (3.2)

where Go = 500, ω1 = 2π (10), ω2 = 2π (100), ω3 = 2π (300), and k = 0.5.

33
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The compensators considered in the sequel are the following:
1) Proportional (P) compensator:

Gc (s) = kp (3.3)

2) Dominant pole (I, integrator) compensator:

Gc (s) =
ωI
s

(3.4)

3) Dominant pole with zero (PI, proportional plus integrator) compensator:

Gc (s) =
ωI
s

(
1 +

s

ωz

)
(3.5)

4) Lead compensator:

Gc (s) = Gco
1 + s

ωz

1 + s
ωp

, ωz < ωp (3.6)

5) Lead with integrator and zero compensator

Gc (s) =
ωI

(
1 + s

ωz1

)(
1 + s

ωz2

)
s
(

1 + s
ωp

) (3.7)

The �rst three compensators may be considered to be members of the three
term controller, PID (proportional, integral, derivative), family of compensators.
We will see that as the complexity of the compensator increases the performance
also increases. The performance measures used are the rise time, settling time
and percentage overshoot of the step response. For the simpler compensators,
i.e. proportional and dominant pole compensators, only one design parameter
is needed to be found. For the most involved compensator, the lead with inte-
grator and zero compensator, there are a total of four design parameters to be
determined.

3.1.2 Uncompensated System

We start our evaluation with the uncompensated loop gain T (s) = kGc (s)G (s),
where Gc (s) = 1. The loop gain is given as

T (s) =
To(

1 + s
ω1

)(
1 + s

ω2

)(
1 + s

ω3

) (3.8)

where

To = Gok = 500 · 0.5 = 250
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ω1 = 2π (10) , ω2 = 2π (100) , ω3 = 2π (300)

We construct the Bode plot of the loop gain, shown in Figure 3.2. Using this
constructed plot we can easily determine simpli�ed (approximate) expressions
for the fc, the unity gain crossover frequency, and PM , the phase margin:

Tof1f2f3

f3
c

= 1 =⇒ fc = 3
√
Tof1f2f3 (3.9)

PM = 180− arctan

(
fc
f1

)
− arctan

(
fc
f2

)
− arctan

(
fc
f3

)
(3.10)

Equations (3.9) and (3.10) result in fc = 422 Hz and PM = −40◦.

In a similar fashion we can also determine fGM , the frequency at which the
phase reaches −180◦, and subsequently the gain margin:

−180 = − arctan

(
fGM
f1

)
− arctan

(
fGM
f2

)
− arctan

(
fGM
f3

)
(3.11)

GM = −20 log

(
Tof1f2

f2
GM

)
(3.12)

Evaluating 3.11 and 3.12 results in fGM = 184 Hz and GM = −17.3 dB,
respectively.

Figure 3.3 is a Matlab Bode plot of the uncompensated loop gain produced
using the 'margin' command. Matlab uses the unapproximated transfer func-
tion models and so is able to accurately determine the margins and associated
frequencies: fc = 385 Hz, PM = −36.1◦, fGM = 184 Hz and GM = −14.8 dB.

The phase margin test indicates that the uncompensated system is unstable.
A Matlab time domain simulation of the step response of the uncompensated
system is shown in Figure 3.4. The output quickly becomes unbounded for the
unit step input indicative of an unstable system. So compensation is needed to
make the system stable and further to improve the performance.

3.1.3 Proportional Compensated System

In our �rst compensator design we will access the e�cacy of using a propor-
tional compensator:

Gc (s) = kp (3.13)

kp simply represents a constant gain. Note that the e�ect of varying the value
of kp to raise and lower the magnitude Bode plot while keeping the phase Bode
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Negative

Phase

Margin

1 1 1

1 2 3

tan tan tan
f f f

f f f

Figure 3.2: Bode Plot: Uncompensated System

plot una�ected. So the value of kp can be set to obtain unity gain crossover
frequency (fc) which results in an acceptable phase margin.

Generally the design procedure would require that asymptotic Bode plots
for the now compensated loop gain be constructed, however, in the case of a
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Figure 3.3: Matlab Analysis of Uncompensated System

proportional compensator, since the shape of the plots (magnitude and phase)
are unchanged we need simply to replace any occurrences of the To with kpTo
in Figure 3.3 and precede accordingly.

As a general rule of thumb, to obtain an acceptable phase margin (generally
45◦ ≤ PM ≤ 60◦) one usually sets the unity gain crossover frequency (fc)
to occur in the segment of the asymptotic magnitude plot that has a slope of
−20dB/dec. From the constructed magnitude plot we �nd

kpTof1

fc
= 1 =⇒ fc = kpTof1 (3.14)

We can substitute the above equation for fc into the phase margin equation
shown next to determine the required value of kp.

PM = 180− arctan

(
fc
f1

)
− arctan

(
fc
f2

)
− arctan

(
fc
f3

)
= 180− arctan (kpTo)− arctan

(
kpTof1

f2

)
− arctan

(
kpTof1

f3

)
(3.15)

With a desired value of phase margin of PM = 45◦ equation (3.15) evaluates
to kp = 0.0311 and fc = 77.65.
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Figure 3.4: Matlab Analysis of Uncompensated System

Using the obtained value of kp an evaluation of the compensated loop gain
with the unapproximated transfer functions was performed by Matlab and is
shown in Figure 3.5 where we see that the obtained phase margin is 55◦. This
value, due to the approximate nature of our design equations, turns out to more
than required, but nonetheless an acceptable. Had it not been so, one could
simply iterate.

A step response simulation of the proportional compensated closed-loop sys-
tem is shown in Figure 3.6. A summary of all the performance results are given
in the table below. There we see in particular that the overshoot, rise-time,
settling-time and steady-state error values are 20%, 2.9 ms, 15.4 ms and −11%,
respectively.

Proportional Compensation
Characteristics Value

Overshoot 20 %
Rise time 2.9 ms
Settling time 15.4 ms
Steady-state error −11 %
Bandwidth 63 Hz
Phase margin 55◦

Gain margin 15 dB
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Figure 3.5: Matlab Proportional Compensated Loop Gain Bode Plot
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Figure 3.6: Step Response of Proportional Compensated Closed-Loop System
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3.1.4 Dominant Pole Compensated System

The next form of frequency compensation to be discussed is the dominant
pole compensation. As the name suggests a pole is inserted in the loop gain
which dominates the dynamics of the loop. That is to say that the frequency
response of the loop gain up to the unity gain crossover frequency is mainly
determined by the dominant pole. To achieve this the pole needs to placed at
a frequency much lower (usually a decade or so) than the lowest pole or zero
of the uncompensated loop gain. This requirement unfortunately reduces the
loop bandwidth and subsequently the speed of response. However, compensator
design is simpli�ed and good stability margins may be easily obtained. If the
pole is placed at the zero frequency then this represents an integrator which
may result in obtaining a zero steady state error characteristic.

In our design that follows, an integrator is employed such that the compen-
sator transfer function is given as:

Gc (s) =
ωI
s

where ωI = 2π · fI is an appropriately chosen design constant. Figure 3.7
shows the Bode plot asymptotes for the magnitude and phase of this compen-
sator.

Figure 3.7: Bode Plot: Dominant Pole Compensator

Design of the compensator now consists of selecting an appropriate compen-
sator parameter, fI .

Figure 3.8 shows the graphical construction of the phase asymptotes for the
loop gain with the compensator. Note that because the plant's transfer function
is third order, it contributes a phase shift of −270◦ at high frequencies and a shift
of exactly −45◦ at f1. Furthermore, the compensator contributes its own −90◦

phase shift and does so for all frequencies. Consequently, the total phase shift
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of the compensated open loop transfer function is −135◦ at the dominant pole
frequency (�rst pole), f1. For this reason it is prudent to design this frequency
f1 to be the cut-o� frequency of the overall system, so that we get a +45◦ phase
margin.

Figure 3.9 shows how the plant and compensator transfer functions combine
to produce the gain of the compensated open loop. To achieve a phase margin
that is +45◦, we require the magnitude at f1 to equal 1 (0dB), therefore fc = f1.

fITo
f1

= 1

fI =
f1

To
=

10

250
= 0.04

The dominant pole compensator in this case is:

Gc (s) =
ωI
s

=
2π · 0.04

s

Figure 3.10 shows resulting gain and phase asymptotic construction of the
Bode plot. We next run the full unapproximated compensated loop transfer
function through the Matlab 'margin' command to verify the design results.
Figure 3.11 shows the results obtained. In particular, a phase margin of PM =
45.9◦ with a unity gain crossover frequency fc = 7.84 Hz was obtained, which
compares favorably with the design values of PM = 45◦ and fc = f1 = 10 Hz.

Figure 3.12 shows the unit step response of the dominant pole compensated
closed loop system. It is clearly seen that zero steady state response has been
attained but not without going through signi�cant overshoot �rst. The features
of the closed loop system are summarized in the table below.

Dominant Pole Compensation

Characteristics Value
Peak amplitude 22.2% overshoot
Rise time 24.7 ms
Settling time 134 ms
Steady-state error 0 %
Bandwidth 7.84 Hz
Phase margin 45.9◦

Gain margin 18.2 dB

3.1.5 Dominant Pole Compensated System with zero

The dominant pole compensator of the previous section, while stable and
featuring zero steady state error performance, exhibits several undesirable char-
acteristics which include a large overshoot and long settling time.
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Figure 3.8: Dominant Pole: Phase Construction

The reason is that when we compensate to make the system stable, we have
sacri�ced the bandwidth of the system. Unfortunately, the lower the bandwidth,
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Figure 3.9: Dominant Pole: Magnitude Construction

the slower the response. Thus, we need to increase the bandwidth to speed up
the response.
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Figure 3.10: Dominant Pole Compensated System

This can be done by adding a zero to the compensator that will cancel the
lowest pole of the system that occurs at a very low frequency. By doing that,
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Figure 3.11: Matlab Analysis of Dominant Pole Compensated System

the next higher pole at 100Hz now becomes the dominant pole that we will
compensate for. Thus we will be able to extend the bandwidth by a decade.

The transfer function for the compensator in this case is chosen to be

Gc (s) =
ωI
s

(
1 +

s

ωz

)
where

ωz = ω1

The loop gain T (s) = kGc(s)G(s) for this compensator now becomes:

T (s) =
ToωI

s
(

1 + s
ω2

)(
1 + s

ω3

)
The magnitude and phase Bode plots using the asymptotic construction pro-

cedure is shown in Figure 3.14. Using the low frequency magnitude asymptote
we see that at the unity gain crossover frequency fc

fITo
fc

= 1
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Figure 3.12: Step Response of the Dominant Pole Compensated System

=⇒ fc = TofI

The general expression for φf , the phase response at an arbitrary frequency
f is given by:

φf = −90− arctan

(
f

f2

)
− arctan

(
f

f3

)
(3.16)

Consequently the phase margin is given by:

PM = 180 + φfc

= 90− arctan

(
fc
f2

)
− arctan

(
fc
f3

)
= 90− arctan

(
TofI
f2

)
− arctan

(
TofI
f3

)
(3.17)

With a design value of PM = 45◦ the required value of fI is solved using
Equation (3.17) to yield fI = 2π(??) = 1.6.

To verify the design procedure the unapproximated loop gain transfer function
is run through the Matlab 'margin' command which produces the plot shown
in Figure 3.15. The obtained phase margin and bandwidth are seen to be
PM = 51◦ and fc = 56 Hz. The bandwidth has been greatly improved.
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Figure 3.13: Dominant Pole with Zero Magnitude Construction

The unit step response of the closed loop system is shown in Figure 3.16. A
summary of the performance using this compensator is shown in the following
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table.
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Figure 3.15: Loop Gain and Phase Response of the Dominant Pole Compensated
System with Zero

Dominant Pole with Zero Compensation
Characteristics Value

Overshoot 22.2%
Rise time 3.05 ms
Settling time 16.7 ms
Steady-state error 0 %
Bandwidth 62.3 Hz
Phase margin 46.3 degree
Gain margin 14.5 dB

3.1.6 Dominant Pole Compensated System with zero, im-

proved phase margin

The addition of the zero to dominant pole compensation has allowed us to
increase the speed of response by extending bandwidth. This is manifested in
the time domain response by a substantial decrease in the rise and settling times.
However, the overshoot, while slightly improved, may be seen as overly large.
Nevertheless, it too may be reduced by appreciating the fact that overshoot and
phase margin are inversely related. So we will increase the phase margin to
reduce the overshoot.
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Figure 3.16: Step Response of the Dominant Pole with Zero Compensated Sys-
tem

Using the same compensator as in the previous section, we will now redesign
it to achieve a phase margin of 60◦. The zero frequency is left unchanged, so
that ωz = ω1, but a new value of ωI will be determined to achieve the desired
60◦ phase margin. Solving equation (3.17), now with PM = 60 we see the
required value of fI = 1.6 so that ωI = 2πfI = 1.6.

To verify the design the Bode plot of the loop gain was produced using the
'margin' command in Matlab. This plot is shown in �gure 3.17. We see that
a phase margin of 62◦ was achieved with a bandwidth of 37.9 Hz. Of course
the extension in phase margin is necessarily accompanied by a reduction in
bandwidth

The step response of the closed loop system is shown in �gure 3.18. The
resulting performance characteristics are tabulated in the table below. There
we see that the overshoot has been reduced to 6%. Recall that a phase margin of
45◦ had previously resulted in a 17% overshoot. This reduction in overshoot has
been attained at the expense of an increase in rise time. However, the settling
time has been slightly reduced.
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Figure 3.17: Matlab Analysis of Dominant Pole Compensated System with Zero
(Improved Margin)

Dominant Pole with Zero Compensation (Improved Margin)
Characteristics Value

Overshoot 4.46 %
Rise time 5.81 ms
Settling time 16.5 ms
Steady-state error 0
Bandwidth 35.1 Hz
Phase margin 64 degree
Gain margin 20.6 dB

3.1.7 Lead Compensated System

Next we consider the case of using a lead compensator, the transfer function
of which is given by:

Gc (s) = Gco
1 + s

ωz

1 + s
ωp

, ωz < ωp (3.18)

Tee design of this compensator requires the appropriate determination of the
three variables, Gco , fz and fp, the low frequency gain, zero frequency and pole
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Figure 3.18: Step Response of the Dominant Pole with Zero Compensated Sys-
tem (Improved Margin)

frequency, respectively. Note in particular that the zero frequency is required to
be at a lower value than the pole frequency. This constraint exists so that the
phase response, �rst starting at zero at low frequencies, becomes positive, i.e.
leads, as the frequency increases before returning to zero at high frequencies In
essence, the lead compensator provides a phase boost that is adjustable based
on the pole and zero frequencies. The maximum phase boost φmax possible is
φmax = 90◦ and occurs at a frequency fφmax

which is the geometric mean of
the zero and pole frequencies of the compensator. The geometric mean of two
numbers represents the midpoint between these numbers when represented on
a logarithmic scale.

fφmax
=
√
fzfp (3.19)

The compensator also provides a gain boost at higher frequencies so that
with proper design is can both extend loop bandwidth while increasing the
phase margin. Proper design of the compensator requires that the frequency of
maximum boost a�orded by this compensator is set to the unity gain crossover
frequency, fc. The asymptotic Bode plot of the lead compensator is shown in
Figure 3.19.

When the compensator is placed in the loop, the loop gain of the system now
becomes:
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Figure 3.19: Bode Diagram: Lead Compensator

T (s) =
ToGco

(
1 + s

ωz

)
(

1 + s
ωp

)(
1 + s

ω1

)(
1 + s

ω2

)(
1 + s

ω3

)
The construction of the asymptotic magnitude response from the constituent

parts is shown in Figure 3.20. Both the resulting magnitude and phase asymp-
totic responses of the loop gain are shown in Figure 3.21. As for previous
compensators, the annotations on these plots are used in the design procedure.
The exact expression for the phase φ is given by:

φf = arctan

(
f

fz

)
−arctan

(
f

fp

)
−arctan

(
f

f1

)
−arctan

(
f

f2

)
−arctan

(
f

f3

)
(3.20)
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Figure 3.20: Lead Compensation Magnitude Construction

Consequently the phase margin is given by:

PM = 180 + φfc

= 180 + arctan

(
fc
fz

)
− arctan

(
fc
fp

)
− arctan

(
fc
f1

)
− arctan

(
fc
f2

)
− arctan

(
fc
f3

)
(3.21)
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Figure 3.21: Lead Compensated System

As mentioned previously, we will set the unity gain crossover frequency fc
to the maximum phase boost frequency fφmax

so that using equation (3.19) we



56 CHAPTER 3. COMPENSATOR DESIGN

have:

fc = fφmax

=
√
fzfp (3.22)

In order to minimize the e�ect on the phase margin of the phase lag due
to the compensator pole we will set this pole frequency an order of magnitude
above the crossover frequency:

fp = 10fc (3.23)

Equation (3.23) together with equation (3.22) results in a constraint between
the zero and pole frequencies of the compensator:

fp = 100fz (3.24)

We can use the zero frequency of the compensator to cancel the pole fre-
quency f2 of the plant, so that fz = f2. This together with equations (3.24)
and (3.21) may be used to determine the unity gain crossover frequency, fc for a
given desired phase margin. For a desired phase margin of 60◦ we �nd fc = 164
Hz.

From the magnitude asymptote we see that

ToGcof1

fc
= 1 (3.25)

so that for a given fc we can solve for the required compensator low frequency
gain Gco :

Gco =
fc
Tof1

(3.26)

For our design we obtain a value of Gco =??.

To verify our design we produce the plot using the Matlab 'margin' command
on the unapproximated transfer functions of the compensated loop. This is
show in �gure 3.22. There we �nd that the obtained phase margin is PM = 62◦

with fc =???, which validates our design procedure.

The unit step response of the closed loop system with this compensation
is shown in �gure 3.23. The features of the step response are presented in the
table below. We see, due to the extended bandwidth, that the speed of response,
represented by the rise and settling times is quite good. Percentage overshoot
is also relatively low due to the 60◦ phase margin employed. However, as there
is no longer an integrator in the forward path, the steady state error is now
non-zero. This will be remedied in the next and �nal compensator design.
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Figure 3.22: Matlab Analysis of Lead Compensated System

Lead Compensation
Feature Value

Overshoot 4.23 %
Rise time 2.25 ms
Settling time 6.29 ms
Steady-state error 10%
Bandwidth 83.8 Hz
Phase margin 71.2◦

Gain margin 19.3 dB

3.1.8 Lead Compensated System with integrator and zero

In this �nal compensator design, we will augment the lead compensator of
the previous section with an integrator and zero. The integrator is added to
provide the closed loop system with a zero steady state error performance. This
is contrasted with the approach previously discussed where the integrator was
primarily used to as the dominant pole. In the present case by canceling lower
frequency poles, we're able to extend the unity gain bandwidth of the loop
gain to obtain quick closed loop response. The zero is added to leave the high
frequency magnitude and phase response unchanged from the lead compensator
case.



58 CHAPTER 3. COMPENSATOR DESIGN

0 1 2 3 4 5 6 7 8

x 10
−3

0

0.5

1

1.5

2

2.5
Lead Compensation

Time (sec)

M
ag

ni
tu

de

Figure 3.23: Step Response of the Lead Compensated System

The transfer function of the compensator considered here is given by:

Gc (s) =
ωI

(
1 + s

ωz1

)(
1 + s

ωz2

)
s
(

1 + s
ωp

) (3.27)

The parameters ωz2 and ωp correspond to ωz and ωp of the lead compensator
design, which leaves ωI and ωz1 to be determined. ωz1 can be simply set to ω1.
The low frequency gain of the lead compensator of the previous section was
denoted Gco . This was the value of the loop magnitude at f1 (in particular, and
below this frequency, in general). To maintain this value of gain at f1 we will
adjust ωI to achieve this. The low frequency magnitude asymptote is given by
fI
f so that at f1 we have

fI
f1

= Gco =⇒ fI = Gcof1 (3.28)

This completes the design of this compensator. To verify our design we
produce the plot using the Matlab 'margin' command on the unapproximated
transfer functions of the compensated loop. This is show in �gure 3.24. There
we �nd that the obtained phase margin is PM = 60◦ with fc = 164 Hz, which
very closely agrees with the results obtained for the lead compensator.

Next, we exam the step response of the closed loop system which is shown in
3.25. It is clear that now we have zero steady state error. Further performance
features are given in the table below.
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Figure 3.24: Matlab Analysis of Lead Compensated System with integrator and
zero

Lead Compensation with integrator and zero
Feature Value

Overshoot 4.23 %
Rise time 2.25 ms
Settling time 6.29 ms
Steady-state error 10%
Bandwidth 83.8 Hz
Phase margin 71.2◦

Gain margin 19.3 dB

3.1.9 Summary

The following table shows the summary of all of the results.



60 CHAPTER 3. COMPENSATOR DESIGN

0 1 2 3 4 5 6 7 8

x 10
−3

0

0.5

1

1.5

2

2.5
Combined Compensator

Time (sec)

M
ag

ni
tu

de

Figure 3.25: Step Response of the Lead Compensated System with integrator
and zero
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Table 3.1: Summary of Compensators
G (s) = Go(

1+ s
ω1

)(
1+ s

ω2

)(
1+ s

ω3

)
H (s) = k

where Go = 500, ω1 = 2π (10), ω2 = 2π (100), ω3 = 2π (300), and k = 0.5.

Gc(s) Gc(s)
parameters

fc
(Hz)

φPM
(deg)

GM
(dB)

OS
(%)

tr
(ms)

ts
(ms)

ERR
(%)

1 (uncompensated) none 385 −36 −15 na na na ∞

kp kp = 0.03 63 55 15 20 2.9 15.4 −11

ωI

s ωI = 0.25 7.8 46 18 22 25 137 0

ωI

s

(
1 + s

ωz

)
ωI = 1.62

ωz = 2π(10)

56 51 16 17 34 18 0

ωI

s

(
1 + s

ωz

)
ωI = 1.03

ωz = 2π(10)

38 62 20 6 5.3 16 0

Gco

1+ s
ωz

1+ s
ωp

Gco = 0.075

ωz = 2π(100)

ωp = 2π(10, 000)

164 64 35 8.1 1.3 3.9 -5

ωI

(
1+ s

ωz1

)(
1+ s

ωz2

)
s
(

1+ s
ωp

) ωI = 4.71

ωz1
= 2π(10)

ωz2
= 2π(100)

ωp = 2π(10, 000)

164 60 35 8.3 1.3 4 0
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3.1.10 MATLAB Code

1 function compensators
2

3 clear all;
4 close all;
5

6 t = linspace(0, 0.35, 10000);
7 f = logspace(−1, 4, 1000);
8 w = 2*pi*f;
9 s = tf('s');

10

11 Go = 500;
12 f1 = 10;
13 f2 = 100;
14 f3 = 300;
15

16 w1 = 2*pi*f1;
17 w2 = 2*pi*f2;
18 w3 = 2*pi*f3;
19 k = 0.5;
20 To = Go*k;
21 yf = 2;
22

23 %====================================================================
24 %====================================================================
25 % UNCOMPENSATED
26 %====================================================================
27

28 G = Go/((1+s/w1)*(1+s/w2)*(1+s/w3));
29

30 titl = 'Uncompensated System';
31 Gc = 1;
32

33 xlmt = [0.325 0.35];
34 disp(titl)
35 analysis(Gc, G, k, w, titl, t, xlmt, yf)
36

37 % RiseTime: 0.0031
38 % SettlingTime: 0.3500
39 % SettlingMin: −9.9007e+79
40 % SettlingMax: −8.9587e+79
41 % Overshoot: 0
42 % Undershoot: 55.0478
43 % Peak: 9.9007e+79
44 % PeakTime: 0.3500
45

46 %====================================================================
47 %====================================================================
48 % Proportional Compensation
49 %====================================================================
50

51 fn = @(kp) 135 − atan2d(To*f1*kp, f1) − atan2d(To*f1*kp, f2) ...
52 − atan2d(To*f1*kp, f3);
53 kp = fzero(fn, 0) % kp = 0.0311
54 fc = To*f1*kp
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55

56 titl = 'Proportional Compensation';
57 Gc = kp;
58

59 xlmt = [0 0.035];
60 disp(titl)
61 analysis(Gc, G, k, w, titl, t, xlmt, yf)
62

63 % RiseTime: 0.0029
64 % SettlingTime: 0.0154
65 % SettlingMin: 1.6011
66 % SettlingMax: 2.1341
67 % Overshoot: 20.4502
68 % Undershoot: 0
69 % Peak: 2.1341
70 % PeakTime: 0.0068
71

72 %====================================================================
73 %====================================================================
74 % Dominant Pole Compensation
75 %====================================================================
76

77 titl = 'Dominant Pole Compensation';
78 wI = w1/To % 0.2513
79 Gc = wI/s;
80

81 xlmt = [0 0.3];
82 disp(titl)
83 analysis(Gc, G, k, w, titl, t, xlmt, yf)
84

85 % RiseTime: 0.0245
86 % SettlingTime: 0.1365
87 % SettlingMin: 1.8000
88 % SettlingMax: 2.4440
89 % Overshoot: 22.2103
90 % Undershoot: 0
91 % Peak: 2.4440
92 % PeakTime: 0.0580
93

94 %====================================================================
95 %====================================================================
96 % Dominant Pole With Zero Compensation
97 %====================================================================
98

99 titl = 'Dominant Pole With Zero Compensation';
100

101 fn = @(fI) 45 − atan2d(To*fI, f2) − atan2d(To*fI, f3);
102 fI = fzero(fn, 0)
103

104 fc = To*fI % 64.58
105 wI = 2*pi*fI % 1.623
106 Gc = wI/s*(1+s/w1);
107

108

109 xlmt = [0 0.030];
110 disp(titl)
111 analysis(Gc, G, k, w, titl, t, xlmt, yf)
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112

113 % RiseTime: 0.0034
114 % SettlingTime: 0.0175
115 % SettlingMin: 1.8012
116 % SettlingMax: 2.3496
117 % Overshoot: 17.4798
118 % Undershoot: 0
119 % Peak: 2.3496
120 % PeakTime: 0.0079
121

122 %====================================================================
123 %====================================================================
124 % Dominant Pole With Zero Compensation (Improved Phase Margin)
125 %====================================================================
126

127 titl = 'Dominant Pole With Zero Compensation (Improved PM)';
128

129 fn = @(fI) 30 − atan2d(To*fI, f2) − atan2d(To*fI, f3);
130 fI = fzero(fn, 0)
131

132 fc = To*fI % 40.88
133 wI = 2*pi*fI % 1.0276
134 Gc = wI/s*(1+s/w1);
135

136 xlmt = [0 0.03];
137 disp(titl)
138 analysis(Gc, G, k, w, titl, t, xlmt, yf)
139

140 % RiseTime: 0.0053
141 % SettlingTime: 0.0159
142 % SettlingMin: 1.8014
143 % SettlingMax: 2.1219
144 % Overshoot: 6.0951
145 % Undershoot: 0
146 % Peak: 2.1219
147 % PeakTime: 0.0113
148

149 %====================================================================
150 %====================================================================
151 % Lead Compensation
152 %====================================================================
153

154 fz = 100 % = f2
155 fp = 100*fz
156 fn = @(fc) 120 + atan2d(fc, fz) − atan2d(fc, f1) ...
157 − atan2d(fc, f2) − atan2d(fc, f3) − atan2d(fc, fp);
158 fc = fzero(fn, 0) % 187
159 Gco = fz*fc/(To*f1*f2) % 0.0749
160 wz = 2*pi*fz;
161 wp = 2*pi*fp;
162

163 titl = 'Lead Compensation';
164 Gc = Gco*(1+s/wz)/(1+s/wp);
165

166 xlmt = [0 0.008];
167 disp(titl)
168 analysis(Gc, G, k, w, titl, t, xlmt, yf)
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169

170 % RiseTime: 0.0013
171 % SettlingTime: 0.0039
172 % SettlingMin: 1.7192
173 % SettlingMax: 2.0517
174 % Overshoot: 8.0633
175 % Undershoot: 0
176 % Peak: 2.0517
177 % PeakTime: 0.0027
178

179 %====================================================================
180 %====================================================================
181 % Combined Compensation
182 %====================================================================
183

184 titl = 'Combined Compensator';
185 % fc, unity gain xover frequency: same value as for lead compensator
186 wI = 2*pi*fc/To % 4.7
187 wz1 = w1;
188 wz2 = w2;
189 % wp: use the same value as for lead compensator
190 Gc = wI*(1+s/wz1)*(1+s/wz2)/(s*(1+s/wp));
191

192 xlmt = [0 0.008];
193 disp(titl)
194 analysis(Gc, G, k, w, titl, t, xlmt, yf)
195

196 % RiseTime: 0.0013
197 % SettlingTime: 0.0040
198 % SettlingMin: 1.8121
199 % SettlingMax: 2.1662
200 % Overshoot: 8.3110
201 % Undershoot: 0
202 % Peak: 2.1662
203 % PeakTime: 0.0027
204 end
205

206

207 function s = analysis(Gc, G, k, w, titl, t, xlmt, yf)
208

209 % loop gain
210 L = Gc*G*k;
211

212 figure
213 [mag, phase] = bode(L,w);
214 margin(mag, phase, w);
215

216 h = gcr;
217 h.AxesGrid.Xunits = 'Hz';
218 h.AxesGrid.TitleStyle.FontSize = 12;
219 h.AxesGrid.XLabelStyle.FontSize = 12;
220 h.AxesGrid.YLabelStyle.FontSize = 12;
221

222 %======================================
223

224 % closed loop gain
225 Gs = 1/k * L/(1+L);
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226

227 % Plot of Step response results
228 figure
229 yout = step(Gs, t);
230 plot(t, yout);
231 grid on;
232 title(titl,'FontSize',12);
233 xlabel('Time (sec)','FontSize',12);
234 ylabel('Magnitude','FontSize',12);
235 xlim(xlmt);
236

237 % Time Domain Analysis Parameters
238 s = stepinfo(yout,t);
239 ss_error = (yout(end)−yf)/yf * 100
240 end



Chapter 4

Modelling - Introduction

4.1 Introduction

In the following chapters we will present a simple practical system to which we
will apply precise control. This system is a dc-to-dc power converter for which
we desire to have accurate control of the output voltage as it will function as a
voltage regulator subject to input voltage and output load variations.

thus we start with a plant which is given as a circuit con�guration for which
we need to derive a model, which in the case of the classical control design
approach we will be applying, will need to be a transfer function model. Using
this model a compensator transfer function will be designed and subsequently
the closed loop performance will be simulated.

To fully verify the practical design a number of extra steps will need to be
undertaken. This involves actual realization of the compensator transfer func-
tion into an appropriate circuit which is then used in a circuit level simulation
to assess the performance achieved. If deemed not satisfactory then this process
may be iterated. This procedure is represented in the �ow chart shown in Figure
4.1.
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Figure 4.1: Design Flow Diagram



Chapter 5

The System

5.1 Introduction

In this chapter, the parameters for an example control system will be de�ned
and derived. From the parameters of this example system, subsequent chap-
ters will be devoted to applying control design techniques to optimize system
performance parameters.

A control system begins with a model for plant, that has at least one particular
parameter to be controlled. To control the plant, the parameter to be controlled
is compared to a stable reference value and the di�erence is input to an error
ampli�er. The error ampli�er then commands the plant, controlling the desired
plant parameter. A basic diagram illustrating this architecture is shown in
Figure 5.1.

Compensator Plant

Figure 5.1: Feedback System Block Diagram
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5.2 The Plant: Buck Converter

5.2.1 Introduction

The fundamental item in every control system is the plant, the item that is to
be controlled. In this section, the plant will be de�ned as a buck converter, a
switched mode DC power supply.

Figure 5.2: Buck Converter Circuit System Diagram

The buck regulator, which is shown complete in Figure 5.2 including circuit
losses and feedback compensation, is a basic switched mode power supply. The
buck regulator acts to reduce the steady state output voltage based on an applied
duty cycle of applied input voltage. The duty cycle is switched at a frequency
higher than the resonant frequency LC tank on the output. The output �lter
allows the circuit to convert the input voltage to a lower output voltage with
minimal circuit losses.

The complete system block diagram for the buck regulator is shown in Fig-
ure 5.4. The output voltage of the system is fed back to a reference (reduced by
H(s)), and the di�erence (error signal) is fed to a compensator which drives a
pulse-width modulator to control the output voltage. Additionally, this model
includes disturbance inputs in terms of step loading and input voltage variation
for design characterization.

5.2.2 Transfer Function Derivations

To model the plant based on the diagram of Figure 5.4, three transfer functions
are required to be derived. The transfer function are the control to output
Gvd (s), input voltage to output Gvg (s), and the output current to output
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Figure 5.3: Simpli�ed System Diagram

Figure 5.4: Generalized Power System Model

voltage, or open loop output impedance Zout (s). Additional transfer functions
will be derived in the section, such as the control to inductor current Gid (s),
output current to inductor current Gii (s), and the input voltage to inductor
current Givg (s). These transfer functions will be utilized in following chapters.

Using the state space analysis approach, the complete set of transfer functions
will be derived for the buck converter shown in Figure 5.5.

Gvd(s) Analysis

To analyze the small signal control to output transfer function of the buck
converter, an output load change is modeled with a current source, as shown in
Figure 5.5. In terms of the state space analysis, this additional source will be
modeled as another input variable to the system.
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Figure 5.5: Buck Converter Circuit with Non-Ideal Circuit Elements

Listed below are the fundamental equations for state space analysis. x de�nes
the state variables of the system and the u variables de�ne the inputs. The
number of states is de�ned by the number of storage elements in the system.
For the buck converter, there are two states. The output voltage of the converter
is the voltage across the capacitor and the corresponding parasitic resistance.

x =

[
i
v

]

u =

[
vg
io

]
ẋ = Ax+Bu

y = Cx+ Eu

Applying the principles of superposition to the buck converter, the capacitor
current and inductor voltage equations are found and summarized below for
both switch positions.

During DTs,

L
diL
dt

= −(rl + rc ||R)iL −
R

R+ rc
Vc + Vg + Io (R || rc)

C
dVc
dt

=
R

R+ rc
iL −

1

R+ rl
Vc + 0Vg −

(
R

R+ rc

)
Io

Vout = (rc ||R) iL +
R

R+ rc
Vc + 0Vg − (R || rc) Io



5.2. THE PLANT: BUCK CONVERTER 73

Figure 5.6: Buck Converter Superposition Analysis: DTs

During D'Ts,

L
diL
dt

= −(rl + rc ||R)iL −
R

R+ rc
Vc + 0Vg + Io (R || rc)

C
dVc
dt

=
R

R+ rc
iL −

1

R+ rl
Vc + 0Vg −

(
R

R+ rc

)
Io

Vout = (rc ||R) iL +
R

R+ rc
Vc + 0Vg − (R || rc) Io

With the circuit de�ned over the two subintervals, the A, B, C, and E matrices
can be de�ned as shown below:
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Figure 5.7: Buck Converter Superposition Analysis: D'Ts

A1 = A2 = A =

[
− (rc‖R+rl)

L − R
(R+rc)L

R
(rc+R)C − 1

(rc+R)C

]

B1 =

[
1
L
0

]

B2 =

[
0
0

]

B =

[
D
L
0

]



5.2. THE PLANT: BUCK CONVERTER 75

C1 = C2 = C =
[

(rc ||R) R
R+rc

]
E1 = E2 = E =

[
0 − (rc ||R)

]
With the state space matrices de�ned, the control to output transfer function

can be calculated as Gvd(s) = C(sI−A)−1Bd+Ed, where Bd = (A1−A2)X+
(B1 − B2)U and Ed = (C1 − C2)X + (E1 − E2)U . Applying basic matrix
manipulation techniques, Gvd(s) is calculated below.

X = −A−1BU =

 DV g
R+rl

− Io
(

R2

(R+rc)(R+rl)
− Rrc

(R+rc)(R+rl)

)
Io

(
R2rc

(R+rc)(R+rl)
+ R(Rrc+Rrl+rcrl)

(R+rc)(R+rl)

)
+

DRVg

R+rl


Bd = (A1 −A2)X + (B1 −B2)U =

[
Vg

L
0

]
Ed = (C1 − C2)X + (E1 − E2)U = 0

Gvd(s) = C(sI−A)−1Bd+Ed =
Vg (1 + sRC)

rc+R
R s2LC + s

(
L
R +

(
rl + rc + rcrl

R

)
C
)

+ (R+rl)
R

Gii(s) Analysis

When calculating the output load to inductor current transfer function, it
can be noticed that the inductor voltage and capacitor current equations will
be identical to those used in calculating Gvd(s) above. Using this fact, only the
output equation is needed to be derived to �nd the C and E matrices.

y = i

C1 = C2 = C =
[

1 0
]

E1 = E2 = E =
[

0 0
]

Using the values found above, the output load to inductor current function
is equal to Gii(s) = −(C(sI − A)−1B + E), with the negative sign due to the
de�ned current direction.

Gii(s) = C(sI−A)−1B+E =

(
R−rc
R+rl

+ srcC
)

rc+R
R s2LC + s

(
L
R +

(
rl + rc + rcrl

R

)
C
)

+ (R+rl)
R
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Gid(s), Gvvg(s), and Givg(s) Analysis

To calculate Gid(s), the control to inductor current transfer function, Gvvg (s),
the input voltage to output voltage transfer function and Givg (s), the input
voltage to inductor current transfer function, the same parameters derived above
can be used to solve each equation.

Gid(s) = C(sI−A)−1Bd+Ed =
Vg
R

(1 + s (R+ rc)C)
rc+R
R s2LC + s

(
L
R +

(
rl + rc + rcrl

R

)
C
)

+ (R+rl)
R

Gvvg (s) = C(sI−A)−1B+E =
D (1 + srcC)

rc+R
R s2LC + s

(
L
R +

(
rl + rc + rcrl

R

)
C
)

+ (R+rl)
R

Givg (s) = C(sI−A)−1B+E =
D
R (1 + s (R+ rc)C)

rc+R
R s2LC + s

(
L
R +

(
rl + rc + rcrl

R

)
C
)

+ (R+rl)
R

Zo(s) Analysis

To calculate the output impedance of the Buck converter, it is possible to use
state space analyses techniques. However, due to the input voltage connection
of the Buck converter we can take advantage of the fact that the impedance of
the buck on the output looks the same regardless of the switch location.

Figure 5.8: Ideal Buck Converter Circuit

Zo(s) = SL‖ 1

sC
‖R =

sL

1 + sLR + s2LC
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Figure 5.9: Buck Converter Circuit with Non-Ideal Circuit Elements

One way to incorporate losses into the impedance function is to replace the
energy storage element in the impedance equation with the sum of the element
and its non-ideal resistive component. Starting with the inductor, every instance
of sL is replaced with sL+ rl in Zo(s).

Zo(s) =
sL+ rl

1 + rl
R + s

(
L
R + rlC

)
+ s2LC

Assuming rl
R << 1

Zo(s) =
sL+ rl

1 + s
(
L
R + rlC

)
+ s2LC

Now, adding the ESR of the capacitor:

sC ⇒ sC

1 + SRc

Zo(s) =
(sL+ rl) (1 + srcC)

1 + s
(
L
R + (rl + rc)C

)
+ s2

(
1 + rc

R

)
LC

The complete output impedance of the Buck converter is found to be:

Zo(s) =
rl

(
1 + s Lrl

)
(1 + srcC)

1 + s
(
L
R + (rl + rc)C

)
+ s2LC

Assuming ( rcR << 1).

To summarize the results of this section, Figure 5.10 shows the results of the
state space analysis for the buck converter presented in this chapter. The results
of the analysis will be leveraged throughout the text.
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Ideal Case Losses Included

Buck Converter Transfer Functions

Figure 5.10: Summary of Plant Transfer Functions

5.3 Pulse-width Modulator

With a complete model in place for the Buck regulator, the next item in the
system diagram to derive is the pulse-width modulator.

From inspection of Figure 5.11, it can be approximated that the duty cycle
can be represented by the following relationship:

d (t) =
Vc (t)

VM
for 0 ≤ Vc (t) ≤ VM

Rearranging, d(t)
Vc(t) = 1

VM
. For a complete derivation con�rming the PWM

conversion gain can be approximated to this equation, refer to the analysis
presented in [1].
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Figure 5.11: PWM Conversion Diagram

5.4 Summary

Now that the basic system has been de�ned, the �nal block to be derived in
the Buck converter system model is the compensator, Gc (s). The compensator
will be the primary topic of the next several chapters, as it will be leveraged to
improve the closed-loop performance of the derived buck regulator system. The
equations in this chapter will be heavily leveraged in the remainder of the text.
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Chapter 6

Single Loop Voltage Mode

Control

This chapter develops a buck converter design example using di�erent compen-
sation methods to ensure closed loop stability and to optimize system perfor-
mance. Various compensators are designed using asymptotic Bode plots based
primarily on loop bandwidth and stability margins. Computer simulation re-
sults are included to show time domain step response behavior and to verify
performance improvements.

6.1 Introduction

The buck converter is a switch mode, DC-DC, power supply. It accepts a
source voltage, Vg and produces a lower output voltage, V with high e�ciency.
An important component of a practical buck converter is control feedback which
assures a constant output voltage and attenuates unwanted disturbances. The
feedback loop of a buck converter presents several challenges which are explored
in the compensation examples.

In this paper we present a series of example buck converter feedback compen-
sation approaches. The design of the buck converter circuit is kept constant to
allow comparison of the e�ects of di�erent compensation schemes. The primary
tool that will be applied to evaluate the di�erent compensation approaches are
asymptotic Bode plots which are drawn based on corner frequencies of each
block in the regulator system. This methodology provides a quick and e�cient
assessment of circuit performance and an intuitive sense for the trade o�s for
each compensation approach. Bode plots also directly illuminate the two critical
loop stability characteristics, gain and phase margin (GM and PM respectively).

Additional analysis of each compensation approach is undertaken through
computer simulation. The PECS [1] circuit simulator is used to evaluate the
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e�ects of Vg transients, a common problem in real power supply designs. A
Matlab [2] simulation is also performed to validate the manual Bode analysis
and to determine the exact gain and phase margin. Finally a closed loop Mat-
lab simulation is used to show the ability of the feedback system to attenuate
undesired e�ects as a function of frequency.

6.2 Buck Converter System Models

6.2.1 General Model

Figure 6.1 is a block diagram of the system components of a buck converter
with feedback. The converter power stage accepts Vg as its power source and the
control input d(s) to produce the output voltage V . The feedback sensor H(s),
monitors the converter output voltage which is then compared with a reference
voltage Vref . The di�erence output of these two voltages is provided to the
feedback compensation circuit Gc(s) and then to the pulse width modulator
(PWM) which produces the control waveform for the switching converter d(s).
The resulting loop gain is thus given by

T (s) = Gc(s)

(
1

VM

)
Gvd(s)H(s) (6.1)

Figure 6.1: Generalized Power System Model

6.2.2 Simpli�ed System Model

The general buck converter block diagram provides a complete model for
analysis of converter. However, for our analysis we will use a simpli�ed model
show in Fig. 6.2 which includes only the elements required for the analysis we
will provide. We do not evaluate any source of disturbance except Vg transients.



6.2. BUCK CONVERTER SYSTEM MODELS 85

Figure 6.2: Simpli�ed System Diagram

6.2.3 Design Targets

To facilitate easy comparison between the selected compensation schemes,
the design of the buck converter is �xed with speci�ed values. These values are
speci�ed in Table 6.1.

Table 6.1: Speci�ed values
Name Value Description
Vg 28V Input Voltage
V 15V Output Voltage
Iload 5A Load current
L 50uH Buck inductor value
C 500uF Buck capacitor value
Vm 4V PWM ramp amplitude
H(s) 1/3 Sensor gain
fs 100kHz PWM frequency

6.2.4 Buck Converter Model Analysis

Figure 6.3 shows a schematic model for the power converter block. The LCR
is a second order circuit with a transfer function described by equation (6.2). It
has a resonant frequency value, ωo = 6.28k rad/s or fo(=

ωo

2π ) = 1.0 kHz from
(6.3) and a Q of 9.5 from (6.4). The low frequency gain of the converter is equal
to Vg which is speci�ed to be 28V.

Gvd(s) = Vg
1

1 +
s

Qω0
+

(
s

ω0

)2 (6.2)

ωo =
1√
LC

(6.3)
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Figure 6.3: Converter Power Stage

Q = R

√
C

L
(6.4)

Consider the transfer function v(s)/vd(s) of the low pass �lter formed by the
LCR network. The switching frequency fs = 100kHz is much higher than the
resonant frequency f0 = 1kHz of the LCR network. During circuit operation,
the switch toggles the LCR input between Vg and ground with a duty cycle D
determined by the feedback loop. A Fourier analysis of the LCR input waveform
includes an average DC component V = DVg and an fs fundamental component
and its harmonics as typi�ed by a rectangular waveform. The LCR acts as a
low pass �lter with a cut o� frequency equal to fo. It passes the DC component
to the output but attenuates fs and its harmonics.

6.3 Uncompensated System

It is instructive to start our evaluation by examining the uncompensated loop
gain, that is with a Gc(s) = 1. The loop gain is then given from (6.1) as

T (s) =
To

1 +
s

Qω0
+

(
s

ωo

)2 (6.5)

where

To =
VgH(0)

Vm
(6.6)

To construct a Bode plot we use the values from equations (6.2)-(6.4) to
establish the shape of the Bode magnitude plot. The low frequency gain given
by (6.6) has a value of 2.33. The magnitude around fo peaks due to the resonant
Q of 9.5. At frequencies above fo the gain declines at -40dB/decade.
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The Bode phase plot is determined only by Gvd(s). It has a low frequency
phase shift of 0◦. At fo10−

1
2Q or 886Hz (≈ 900Hz), the phase turns negative

and at f0 the phase has reached −90◦. The phase continues to become more
negative until it reaches −180◦ at 10

1
2Q or 1129Hz (≈ 1.1kHz). At frequencies

higher than 1.1kHz the phase remains at −180◦.

Figure 6.4: Uncompensated Gain and Phase Plot

From the Bode plot it can be determined that unity gain occurs at a frequency,
f = fc such that

To

(
fo
fc

)2

= 1 (6.7)

which with To=2.33 and fo=1kHz, results in fc=1.5kHz. At this frequency
the phase is −180◦ providing zero phase margin. The phase asymptotes show
that phase does not cross the −180◦ phase level (but is asymptotic to it) which
implies that the gain margin is in�nite. Figure 6.5 is a Matlab margin plot
indicating the actual unity gain frequency to be 1.8 kHz with a phase margin
of 4.7◦. Also, the Matlab analysis indicates an in�nite gain margin.

Figure 6.6 shows a PECS implementation of the open loop buck converter
system. The input to the modulator is set to 2.1V which results in the target
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Figure 6.5: Matlab Uncompensated Bode plot

steady state duty ratio of D = V
Vg

= 15
28 = 0.54 required to set the output voltage

at V = 15V for a nominal input voltage of Vg = 28V.
Figure 6.7 shows the output voltage response of the open loop system shown

in Figure 6.6 for voltage steps in Vg of 28V→30V→28V. The response is in-
dicative of the high resonance Q of 9.5 at the resonant frequency fo=1kHz.
Note also that at an input voltage of Vg=30V the output voltage settles at
V = DVg =0.54×30 = 16.2V, as shown in Fig. 6.7.
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Figure 6.6: PECS Schematic of Open Loop System
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Figure 6.7: PECS Simulation of Open Loop System
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6.4 Dominant Pole Compensation

Dominant pole compensation is one of the simplest and most common forms
of feedback compensation. The motivating idea behind this type of feedback
control is to shape the loop gain of the system such that two objectives are
achieved:

1. High gain is achieved at DC and low frequencies. This condition ensures
low steady state error. In the case of an integrator where the pole appears
at zero frequency, i.e. DC, the error is zero.

2. The gain at the plant's lowest frequency pole is less than or equal to
0dB. This condition ensures a positive phase margin and, consequently,
stability.

For the case of dominant pole compensation, these objectives are achieved
using a compensator consisting of a single pole at a frequency well below those
of the plant's poles. For the purposes of this example, an integrator is employed

Gc(s) =
ωI
s

(6.8)

where ωI(= 2πfi) is an appropriately chosen design constant. Figure 6.8
shows the Bode plot asymptotes for the magnitude and phase of this compen-
sator.

Figure 6.8: Bode Plot of Dominant Pole Compensator

Design of the compensator now consists of selecting an appropriate compen-
sator parameter, fI . Following the previously stated criteria, this is a matter
of choosing the largest compensator gain such that the total gain at the lowest
frequency plant pole(s) is less than 0dB. The loop gain of the system with this
compensator is given by



6.4. DOMINANT POLE COMPENSATION 91

T (s) =
ωITo

s

[
1 +

s

Qω0
+

(
s

ω0

)2
] (6.9)

Figure 6.9 shows the graphical construction of the phase asymptotes for the
loop gain with the compensator. Note that because the plant's dominant pole
is second order, it contributes a phase shift of −180◦ at high frequencies and a
shift of exactly −90◦ at fo. Furthermore, the compensator contributes its own
−90◦ phase shift and does so for all frequencies. Consequently, the total phase
shift of the compensated loop gain transfer function is −180◦ at the dominant
pole frequency, fo. For this reason it is prudent to design in some additional
gain margin. A value of 3dB is initially chosen for this analysis.

Figure 6.9: Graphical Construction of Phase Asymptotes for Dominant Pole
Compensated Loop Gain
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Figure 6.10 shows how the plant and compensator transfer functions combine
to produce the gain of the compensated open loop. To achieve a loop gain that
is -3dB at fo, we require the magnitude at fo to equal 0.7

fIToQ

fo
= 0.7 (6.10)

For To = 2.33 and fo = 1.0kHz, we �nd fI = 32.

Figure 6.10: Graphical Construction of Gain Asymptotes for Dominant Pole
Compensated Loop Gain

Figure 6.11 shows the Bode plot of the resulting gain and phase asymptotes
and Figure 6.12 shows a Matlab margin analysis which con�rms the design.

With a compensator designed and veri�ed via Matlab, the next stage is to
design a circuit that implements the compensator. Figure 6.13 shows the general
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Figure 6.11: Dominant Pole Compensated Loop Gain Asymptotic Bode Plot

form of an operational ampli�er in a integrator con�guration. The transfer
function for this circuit is given by:

G(s) =
−1

(s/ωo)
(6.11)

where

ωo =
1

RC
(6.12)

where ωo is the frequency at which the integrator gain is unity.

A capacitor value of 50nF is chosen for C. This value is within the range of
low-cost, commercially available ceramic capacitors and is small enough to avoid
any op-amp slew rate issues. Equating ωo with the compensator parameter, ωI
(= 2πfI) and solving for R gives

R =
1

ωIC
=

1

2π(32)(50nF)
≈ 100kΩ (6.13)
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Figure 6.12: Matlab Analysis of Dominant Pole Compensator

Figure 6.13: Op-Amp Integrator Circuit

A PECS simulation is created to verify the time domain performance of the
implementation. Figure 6.14 shows the complete PECS circuit model for the
design.

Figure 6.15 shows the results of the PECS simulation for a 2V disturbance
on the supply voltage, Vg. The input voltage steps are 28V→30V→28V. The
simulation exhibits several undesirable characteristics:

1. The regulator does a poor job of rejecting the input voltage disturbance.
Nearly all of the input voltage excursion shows up as a transient on the
output.

2. The regulator exhibits a substantial amount of ringing in response to the
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Figure 6.14: PECS Schematic of Dominant Pole Compensated System

input disturbance. Closer examination of the ringing, as shown in Figure
6.16, reveals that the frequency of the oscillations is the same as the res-
onant frequency of the plant, fo, and is not the result of defective control
loop design.

It is clear from the simulation results that, although the design is stable and
exhibits zero steady-state error, there is much room for improvement, particu-
larly with respect to its transient response.

One additional experiment is performed using the dominant pole compensa-
tion scheme. The Q of the plant's dominant pole is reduced by placing a large
capacitor in series with a small damping resistance. Figures 6.17 and 6.18 show
the PECS circuit schematic and simulation results, respectively.

One can see clearly that the ringing of the previous design has been eliminated.
Unfortunately, the poor rejection of input voltage transients remains.

Furthermore, this is probably not an ideal solution from a practical stand-
point. The large value capacitor will be relatively expensive in terms of com-
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Figure 6.15: PECS Simulation of Dominant Pole Compensated System

Figure 6.16: Pole of Dominant Pole Simulation Showing Oscillation at Resonant
Frequency

ponent price and physical space. Alternate compensation schemes still o�er the
potential for better performance at lower cost.
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Figure 6.17: PECS Schematic of Dominant Pole with Damping
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Figure 6.18: PECS Simulation of Dominant Pole Compensated System with
Added Output Filter Damping



98 CHAPTER 6. SINGLE LOOP VOLTAGE MODE CONTROL

6.5 Dominant Pole Compensation with Zero

The dominant pole compensator of the previous section, while stable and hav-
ing zero steady state error, exhibits several undesirable characteristics including
poor rejection of input supply voltage excursions and pronounced ringing in
response to transients. One might assume that these issues are related to the
minimal, 3dB, gain margin for which the compensator was designed. This sec-
tion explores that line of reasoning by modifying the compensator of the previous
section in order to substantially increase the gain margin.

The dominant pole compensator is modi�ed by adding a zero at the resonant
frequency of the plant and by reducing the gain to -10dB. Overall gain margin
is improved in two ways:

1. by directly increasing the gain margin at the resonant frequency, fo, from
3dB to 10dB.

2. by shifting the frequency at which the phase reaches −180◦ beyond the
resonant frequency and the gain peak due to the plant's Q.

The form of the modi�ed compensator transfer function is:

Gc(s) = ωI
1 + s/ωz

s
(6.14)

We will use ωz = ωo or fz
(
= ωz

2π

)
= fo. Which results in a loop gain of

T (s) = ωI
1 + s/ωo

s

To

1 + s
Qωo

+
(
s
ωo

)2 (6.15)

Figure 6.19 shows the resulting Bode plot asymptotes. We would like to set
the gain at fo to 1/

√
10 (which corresponds to -10dB). From the magnitude plot

we see that we want

fIToQ

fo
=

1√
10

(6.16)

which given To = 2.33, Q = 9.5, fo = 1kHz, results in fI = 14.3. Figure
6.20 shows a Matlab con�rmation of the Bode plot. Note that a gain margin
of 11dB is predicted at a phase cross-over frequency of 1.06kHz, slightly higher
than the plant's resonant frequency.

Figure 6.21 shows a standard op-amp implementation with the desired trans-
fer function. The transfer characteristics of the circuit are given by:

G(s) = −A1 + s/ω1
s
ω1

(6.17)

where:
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Figure 6.19: Open Loop System Gain and Phase with pole-zero Compensation
(10dB GM)

A =
R2

R1
and ω1 =

1

R2C1
(6.18)

Equating f1(= ω1

2π ) to the plant resonant frequency, fo and ωI to Aω1 provides
two equations with three unknowns. Choosing, somewhat arbitrarily, a value of
100k for R1, leads to the following values.

R2 =
fIR1

f1
=

(14.3)(100kΩ)

(1kΩ)
= 1.4kΩ (6.19)

C1 =
1

ω1R2
=

1

2π(1kHz)(1.4kΩ)
= 110nF (6.20)
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Figure 6.20: Matlab Analysis of Dominant Pole Compensator with Zero

Figure 6.21: op-amp Integrator with Zero

Figure 6.22 shows a PECS circuit implementation of the system with the new
compensator. Figure 6.23 shows the response of the system to a transient on
the input voltage.

The modi�ed compensator shows little improvement over the original circuit.
It still fails to provide good rejection of input voltage transients and the previ-
ously observed ringing is still present.
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Figure 6.22: PECS Schematic of Dominant Pole with Zero Compensation (10
dB GM)
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Figure 6.23: PECS Simulation of Dominant Pole with Zero Compensation (10
dB GM)
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6.6 Lead Compensation

A more sophisticated way to improve the performance of the buck converter
is with a lead compensator. The transfer function of this compensator is

Gc(s) = Gco

(
1 + s

ωz

)
(

1 + s
ωp

) , (6.21)

where ωz < ωp. As can be seen from the plot of the transfer function shown in
Figure 6.24, the lead compensator provides both a phase boost that is adjustable
based on the pole and zero frequencies, and a gain boost at higher frequencies
that can result in a higher crossover frequency for a lead-compensated buck
converter. Generally, a lead compensator is used to provide a phase boost, the
level of which is chosen to improve the phase margin to a desired value. The
new crossover frequency can be chosen arbitrarily. The design shown here will
be to obtain a 45◦ phase margin and a crossover frequency of 5 kHz for the loop
gain with a lead compensator.

Figure 6.24: Bode Plot of Lead Compensator
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Figure 6.25: Bode Plot of Lead Compensated System

When the compensator is placed in the loop, the loop gain of the buck con-
verter system becomes

T (s) = T0Gc0

(
1 + s

ωz

)
(

1 + s
ωp

)(
1 + s

Qω0
+
(
s
ω0

)2
) (6.22)
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The asymptotic Bode plot of this loop gain is shown in Fig. 6.25. The
expressions shown can be used to place the pole and zero frequencies of the
compensator to obtain the desired phase margin and unity-gain crossover fre-
quency. As can be seen, the phase margin of the lead compensated system is
given by

φM = 45◦ log

(
fp
fz

)
For a desired phase margin of 45◦ we have

45◦ = 45◦ log

(
fp
fz

)
or

fp = 10fz

Also, the crossover frequency, fc will necessarily be the geometric mean of
the pole and the zero frequency. Since the phase margin condition gives a
relationship between the pole and zero frequencies, this can be used to solve for
both.

fc =
√
fzfp

5 kHz =
√

10f2
z

fz =
5 kHz√

10

fz = 1.58 kHz and fp = 15.8 kHz

These relationships result in the pole and zero frequencies for the lead com-
pensator. To complete the design, the required low-frequency gain Gco of the
compensator to place the unity-gain point at the appropriate frequency must be
determined. This can be found by equating the values of the gain asymptotes
at fz.

T0Gc0

(
f0

fz

)2

=
fc
fz

Substituting the values of fo and To for the example converter, and the values
of fz and fc as previously calculated, the gain Gco of the compensator is

Gco =
1

T0

(
fz
f0

)2
fc
fz

Gco =
1

2.33

(
1.58 kHz

1 kHz

)2
5 kHz

1.58 kHz

Gco = 3.4

As seen in previous designs and now in the phase plot of Fig. 6.25, the
phase response is asymptotic to −180◦ at high frequencies and so does not cross
through this level which implies an in�nite gain margin.
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In summary, we have designed a lead compensator which, using asymptotic
Bode plot approximations, result in a 45circ phase margin with a unity gain
frequency of 5kHz and an in�nite gain margin. The Matlab simulation in Figure
6.26 veri�es the results, above.
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Figure 6.26: Matlab Lead Compensator

With all of the parameters of the lead compensator determined, what remains
is to implement the compensator using an op-amp circuit and simulate the
closed-loop converter to evaluate its performance. A general circuit that can
be used to implement any lead or lag compensator is shown in Fig. 6.27. The
transfer function of this circuit is

Gc(s) = Gco
1 + s

ωz

1 + s
ωp

(6.23)

where

Gco = −R2

R1
(6.24)

fz =
ωz
2π

=
1

2πR1C1
(6.25)

fp =
ωp
2π

=
1

2πR2C2
(6.26)
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The resistor ratio sets the low frequency gain, and the two resistor-capacitor
pairs set the pole and zero frequencies. Using standard resistor values of R1 =
100 kΩ and R2 = 330 kΩ results in the required low frequency gain of close to
Gco = 3.4. Using (6.23) we �nd

C1 =
1

2π (1.58 kHz) (100 kΩ)
⇒ C1 = 1.0 nF

C2 =
1

2π (15.8 kHz) (330 kΩ)
⇒ C2 = 33 pF

It it also necessary to derive a value for the reference voltage on the non-
inverting input of the op-amp. The sensed voltage from the output will be 5 V
in steady-state as before, and the control voltage should be 2.14 V. Using these
in combination with the resistor values for the lead compensator, the reference
voltage can be found.

Vref =
R2

R1 +R2
Vsense +

R1

R1 +R2
Vcontrol

Vref =
330 kΩ

100 kΩ + 330 kΩ
(5 V) +

100 kΩ

100 kΩ + 330 kΩ
(2.14 V) = 4.33 V

Figure 6.27: op-amp circuit implementation of lead compensator

Using these values in the PECS simulator (see Figure 6.28 for PECS schematic),
the response of the lead-compensated buck converter to a step in the input volt-
age was simulated as before. The results of the simulation are shown in Fig-
ure 6.29. The lead compensator is quite e�ective in increasing the phase margin
of the system. The oscillatory behavior evident in the output voltage of the
uncompensated converter is not present, and the magnitude of the steady-state
error due to the step is reduced, though not eliminated. Thus, the system with
the lead compensator is very stable, but will still exhibit steady-state errors to
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a step disturbance. To �x this problem, the system type number must be in-
creased by adding a pole at s = 0, as was seen previously. This is the approach
taken in the design of the subsequent compensators.

V1

 28 

SW1 L1

 50 u C1

 500 u

R1

 3.0 

VP1

k1 =  1.0 
k2 =  0.0 
k3 =  0.0 
Vpk =  4.0 
Period =  10 u

Del =  0.0 
Per =  10 u

R2

 2.0 k

R3

 1.0 k
V3

 4.3 

C2

 1.0 n

C3

 33 p

R5

 330 k

R4

 100 k

D1

Figure 6.28: PECS Schematic of Lead System

6.7 Dominant Pole with Lead Compensation

So far we have seen that with a dominant pole integral compensation a zero
steady state error can be achieved at the expense of limited bandwidth with
resulting large overshoot in the step response. In contrast lead compensation is
able to extend bandwidth thus reducing step response overshoot. However, due
to severely curtailed low frequency loop gain, a non-zero steady state error is
seen.

In this section a compensator which is a composite of the two previous com-
pensators is examined. The exact form of the compensator is:

Gc(s) =
ωI

(
1 + s

ω1

)(
1 + s

ωz

)
s
(

1 + s
ωp

) (6.27)
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Figure 6.29: PECS Simulation of Lead System

E�ectively, to the lead compensator design of the previous section we are
adding an integrator pole, i.e. a pole at zero frequency, and a zero at f1(= ω1

2π ).
In the following we will consider two di�erent values for the zero frequency f1.

In the �rst case f1 will be chosen to be the largest frequency which, based
on the phase asymptote, contributes +90◦ to the crossover frequency fc, thus
fully canceling the −90◦ contribution from the integrator pole. This e�ectively
leaves the phase margin unchanged from the lead compensator design of the
previous section. From the phase asymptotes plots of a zero, we see that the
zero frequency f1 should be at fc

10 which is 500Hz.

In the second design considered here we will lower the zero frequency to
f1 = 150Hz and examine the e�ect on the closed loop performance.

In either case the expression for the loop gain is

T (s) = To
ωI

(
1 + s

ω1

)(
1 + s

ωz

)
s
(

1 + s
ωp

)[
1 + s

Qωo
+
(
s
ωo

)2
] (6.28)

where f1 is either 500Hz or 150Hz, as discussed above and fI
(
= ωI

2π

)
is the

only design variable to be determined.
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6.7.1 Design 1: Zero f1 = 500Hz

As before, asymptotic plots for the loop gain are drawn. As the construction of
the phase plot is more involved than that of the magnitude plot, its construction
is shown separately in Fig. 6.30. In Fig. 6.30, the top plot is that of the previous
lead compensation design, as seen in Fig. 6.25. The plot of the phase of the

component 1
s

(
1 + s

ω1

)
is shown in the center plot where f1 = 500Hz. The �nal

phase plot for the new loop gain is shown in the bottom plot. Both magnitude
and phase plots for the new loop gain are shown together in Fig. 6.31.

To determine, fI , the one unknown variable in the loop gain, we note that at
the frequency f1 the magnitude is set equal to the low frequency loop gain of
the lead compensation design of the last section.

T0
fI
f1

= T0 Gco |lead (6.29)

For f1 = 500 we �nd fI = 1770. Thus the expression for the compensator is
as given in (6.27) with the following values

ωI = 2π(1770)

ω1 = 2π(800)

ωz = 2π(1580)

ωp = 2π(15800)

(6.30)

To con�rm the accuracy of the design, the Bode plot of the exact loop gain
was evaluated using Matlab. This is shown in Fig. 6.32. Our asymptotic design
values of crossover frequency fc and phase margin of 5kHz and 45◦, respec-
tively were determined by Matlab as given by the Matlab "margin" command
to be more precisely 5,370Hz and 50.5◦, respectively, thus con�rming the design
procedure.

A compensator which realizes the transfer function is shown in Fig. 6.33
where we �nd

ωI =
1

R1(C2 + C3)

ω1 =
1

R2C2

ωz =
1

R1C1

ωp =
1

R2
C2C3

C2+C3

(6.31)
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Figure 6.30: Bode Plot of Lead Compensator (500Hz)

Setting R1 = 100K and using the approximation C3 � C2 we �nd the com-
ponent values:
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Figure 6.31: Bode Plot of System with Lead plus Integral Compensation (500Hz)

C1 =
1

ωzR1
= 2.2nF

C2 =
1

ωIR1
= 1nF

R2 =
1

ω1C2
= 330kΩ

C3 =
1

ωpR2
= 33pF

(6.32)

A PECS implementation of the closed loop system is shown in Fig. 6.34. The
simulated response of input voltage steps 26V → 30V → 28V is shown in Fig.
6.35. Clearly seen here is the zero steady state error and a maximum voltage
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Figure 6.32: Matlab Lead Compensator with Integrator and Zero at 500Hz

Figure 6.33: Compensator Circuit for Dominant Pole with Lead Compensation

deviation of around 80 mV with a settling time of around 1 ms.

6.7.2 Design 2: Zero f1 = 150 Hz

The above design procedure will now be repeated for the case of the zero
f1 = 150 Hz. The resulting asymptotic phase plot construction is shown in Fig.
6.36. The �nal magnitude and phase asymptotic plots are given in Fig. 6.37.
The new fI is now found to be from (6.33)
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Figure 6.34: PECS Schematic of Lead Compensated System with Zero at 500Hz

 9.80  9.90  10.00  10.10  10.20  10.30  10.40  10.50  10.60  10.70  10.80

x10-2

 1.4960

 1.4970

 1.4980

 1.4990

 1.5000

 1.5010

 1.5020

 1.5030

 1.5040
x101 VP1

Figure 6.35: PECS Simulation of Lead Compensated System with Zero at 500Hz
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Figure 6.36: Bode Plot of Lead Compensator (150Hz)

fI = f1To = 150× 3.4 = 351 (6.33)

Using the new values of fI = 351 and f1 = 150, a more precise value of
crossover frequency and phase margin is found from Matlab to be 5,350Hz and
54.3◦, respectively, as seen in Fig. 6.38. Recall that the asymptotic plots indi-
cate 5kHz and 45◦, respectively.
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Figure 6.37: Bode Plot of System with Lead plus Integral Compensation (150Hz)

The change of f1 = 150Hz to f1 = 150Hz results in only a change in one
capacitor value in the compensator. The resulting PECS implementation is
shown in Fig. 6.39 along with the response of input voltage steps of 28V →
30V → 28V , in Fig. 6.40. We now see that the peak voltage variation has
slightly increased to 90 mV but the settling time has tripled to around 3ms.

6.8 Extended Bandwidth Design

In the following we examine the performance of a compensator (closely related
to the previous two) which is designed to produce an extended loop bandwidth.
To this end a unity gain crossover frequency fc = 40kHz is, somewhat arbitrarily,
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Figure 6.38: Matlab Lead Compensator with Integrator and Zero at 150Hz

chosen. The compensator used is

Gc(s) =
ωI

(
1 + s

ωz1

)(
1 + s

ωz2

)
s

(6.34)

The zeros fz1(=
ωz1

2π and fz2 =
ωz2

2π are simply chosen as follows. Zero fz2 is
set so fz2 = fo so as to counter the e�ects of the plant complex pole pair. The
lower frequency zero fz1 is set so that fz1 = fo

10 to minimize the phase drop at
fo. The resulting loop gain expression is given by

T (s) = ωITo
(1 + s

ωz1
)(1 + s

ωz2
)

s

[
1 + s

Qωo
+
(
s
ωo

)2
] (6.35)

The asymptotic magnitude and phase responses of the resulting loop gain are
shown in Fig. 6.41, where the phase contributions of the di�erent factors are
individually drawn and then summed at the bottom plot to produce the overall
asymptotic loop gain phase plot.

To determine the quantity ωI(= 2πfI) in (6.34) the high frequency asymp-
totes of the magnitude plot is used. At the crossover frequency fc we have
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Figure 6.39: PECS Schematic of Lead Compensated System with Zero at 150Hz
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Figure 6.40: PECS Simulation of Lead Compensated System with Zero at 150Hz
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Figure 6.41: Extended Bandwidth Bode Plot and Phase Construction

TofI
fz1

fo
fc

= 1 (6.36)

so that we have
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fI =
fz1fc
Tofo

(6.37)

with the values at hand we �nd

fI = 172 (6.38)

From the phase asymptotic plot of Fig. 6.41 we can clearly see that the
expected phase margin is 90◦. Using Matlab we more precisely �nd with the
design values used fc = 40kHz and phase margin is 88.6◦ as shown in Fig. 6.42.
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Figure 6.42: Matlab Analysis of Extended Compensator

The resulting PECS implementation is shown in Fig. 6.43 along with the
response of input voltage steps of 28V → 30V → 28V , in Fig. 6.44. We now
see that the peak voltage variation has greatly reduced to just 30mV.
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Figure 6.43: PECS Schematic of Extended System

 8.0  10.0  12.0  14.0  16.0  18.0  20.0  22.0

x10-2

 1.4980

 1.4985

 1.4990

 1.4995

 1.5000

 1.5005

 1.5010

 1.5015
x101 VP1

Figure 6.44: PECS Simulation of Extended System
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6.9 Conclusion

The following table shows the summary of all of the results.
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Table 6.2: Summary of Compensators
Loop Gain T (s) = Gc(s)

To

1+ s
Qωo

+( s
ωo

)
2 ,

where To = 2.33, Q = 9.5, and ωo = 2π(1kHz)
Compensator

Design
Compensator

Transfer Function
Gc(s)

φM
Asymptote
(Matlab)
(degrees)

fc
Asymptote
(Matlab)
(kHz)

∆v
(mV)

Uncompensated
Open Loop

Gco
Gco = 1

0
(5)

1.5
(1.82)

2,800

Dominant Pole
(3dB gain
margin)

ωI
s

ωI = 2π(32)

90
(90)

0.0744
(0.0746)

3,700

Dominant Pole
+ Zero (10db
gain margin)

ωI(1+ s
ω1

)

s
ωI = 2π(14.3)

ω1 = 2π(1, 000)

90
(92)

0.0333
(0.033)

3,700

Lead Gco

1+ s
ωz

1+ s
ωp

Gco = 3.4

ωz = 2π(1, 580)

ωp = 2π(15, 800)

45
(56)

5.0
(5.35)

120

Lead +
Integrator +
Zero at 500Hz

ωI(1+ s
ω1

)(1+ s
ωz

)

s(1+ s
ωp

)

ωI = 2π(1, 770)

ω1 = 2π(500)

ωz = 2π(1, 580)

ωp = 2π(15, 800)

45
(51)

5.0
(5.37)

80

Lead +
Integrator +
Zero at 150Hz

ωI(1+ s
ω1

)(1+ s
ωz

)

s(1+ s
ωp

)

ωI = 2π(351)

ω1 = 2π(150)

ωz = 2π(1, 580)

ωp = 2π(15, 800)

45
(54)

5.0
(5.35)

90

Extended
Bandwidth

ωI(1+ s
ωz1

)(1+ s
ωz2

)

s
ωI = 2π(172)

ωz1 = 2π(100)

ωz2
= 2π(1000)

90
(89)

40
(40)

30
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Appendix

6.9.1 Compensator Circuits
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6.10 MATLAB Code

1 clear all
2 close all
3

4 f0 = 1000;
5 Q = 9.5;
6 T0 = 2.33;
7 w0 = 2*pi*f0;
8

9 s = tf('s');
10 Ts = T0/((s/w0)^2 + s/(Q*w0) + 1);
11

12 %%%%%%%%%%%%%%%%%
13 % Open loop
14

15 figure(1)
16 margin(Ts)
17 h = gcr;
18 h.AxesGrid.Xunits = 'Hz';
19 h.AxesGrid.TitleStyle.FontSize = 16;
20 h.AxesGrid.XLabelStyle.FontSize = 12;
21 h.AxesGrid.YLabelStyle.FontSize = 12;
22

23 %%%%%%%%%%%%%%%%%%
24 % Lead compensation
25

26 Gc0 = 3.4;
27 wz = 2*pi*1500;
28 wp = 2*pi*15000;
29

30 Gc1 = Gc0*(1+s/wz)/(1+s/wp);
31

32 Ts1 = Gc1*Ts;
33

34 figure(2)
35 margin(Ts1)
36 h = gcr;
37 h.AxesGrid.Xunits = 'Hz';
38 h.AxesGrid.TitleStyle.FontSize = 16;
39 h.AxesGrid.XLabelStyle.FontSize = 12;
40 h.AxesGrid.YLabelStyle.FontSize = 12;
41

42

43 %%%%%%%%%%%%%%%%%%
44 % 500
45

46 wi = Gc0*2*pi*500;
47 wz2 = 2*pi*500;
48 wz = 2*pi*1500;
49 wp = 2*pi*15000;
50

51 Gc2 = wi/s*(1+s/wz2)*(1+s/wz)/(1+s/wp);
52 Ts2 = Gc2*Ts;
53
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54 figure(3)
55 margin(Ts2)
56 h = gcr;
57 h.AxesGrid.Xunits = 'Hz';
58 h.AxesGrid.TitleStyle.FontSize = 16;
59 h.AxesGrid.XLabelStyle.FontSize = 12;
60 h.AxesGrid.YLabelStyle.FontSize = 12;
61

62

63 %%%%%%%%%%%%%%%%%%
64 % 150
65

66 wi = Gc0*2*pi*150;
67 wz2 = 2*pi*150;
68 wz = 2*pi*1500;
69 wp = 2*pi*15000;
70

71 Gc3 =wi/s*(1+s/wz2)*(1+s/wz)/(1+s/wp);
72 Ts3 = Gc3*Ts;
73

74 figure(4)
75 margin(Ts3)
76 h = gcr;
77 h.AxesGrid.Xunits = 'Hz';
78 h.AxesGrid.TitleStyle.FontSize = 16;
79 h.AxesGrid.XLabelStyle.FontSize = 12;
80 h.AxesGrid.YLabelStyle.FontSize = 12;
81

82

83 %%%%%%%%%%%%%%%%%%
84 % Extended bandwidth
85

86 %wi = Gc0*2*pi*100;
87 wi = 2*pi*100*40000/(T0*1000); % fc = 40000
88 wz1 = 2*pi*100;
89 wz2 = 2*pi*1000;
90

91 Gc4 = wi/s*(1+s/wz2)*(1+s/wz1);
92 Ts4 = Gc4*Ts;
93

94 figure(5)
95 margin(Ts4)
96 h = gcr;
97 h.AxesGrid.Xunits = 'Hz';
98 h.AxesGrid.TitleStyle.FontSize = 16;
99 h.AxesGrid.XLabelStyle.FontSize = 12;

100 h.AxesGrid.YLabelStyle.FontSize = 12;
101

102 %%%%%%%%%%%%%%%%%%
103 % Dominant pole
104

105 Gcd0 = 200;
106

107 Gc5 = Gcd0/s;
108

109 Ts5 = Gc5*Ts;
110
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111 figure(6)
112 margin(Ts5)
113 h = gcr;
114 h.AxesGrid.Xunits = 'Hz';
115 h.AxesGrid.TitleStyle.FontSize = 16;
116 h.AxesGrid.XLabelStyle.FontSize = 12;
117 h.AxesGrid.YLabelStyle.FontSize = 12;
118

119 %%%%%%%%%%%%%%%%%%
120 % Dominant pole with zero
121

122 Gcdz0 = 1/sqrt(10)*w0/(T0*Q); % 89.76
123 wz = 2*pi*1000;
124

125 Gc6 = Gcdz0*(1+s/wz)/s;
126

127 Ts6 = Gc6*Ts;
128

129 figure(7)
130 margin(Ts6)
131 h = gcr;
132 h.AxesGrid.Xunits = 'Hz';
133 h.AxesGrid.TitleStyle.FontSize = 16;
134 h.AxesGrid.XLabelStyle.FontSize = 12;
135 h.AxesGrid.YLabelStyle.FontSize = 12;
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()

Abstract

Constant output voltage is an important feature of a DC voltage regulator.
This paper describes three compensation techniques including voltage droop,
inductor current droop, and voltage compensation to minimize voltage devi-
ation to changes in the output load of the system. Through simulation it is
con�rmed that droop compensation improves voltage deviation by a factor of
two in comparison to traditional voltage compensation.

7.1 Introduction

In DC-DC voltage regulators, it is important to supply a constant voltage,
regardless of the current load on the output. The goal of this paper is to describe
three feedback compensation techniques for the Buck converter to limit the
voltage deviation in response to a current step on the output. The designs to
be implemented include a voltage droop compensator [1], an inductor current
compensator [2], and a conventional voltage compensation circuit. For this
design, resistive losses will be included for the inductor and the capacitor to
provide a more complete and accurate analysis.

7.2 Design

7.2.1 Passive Droop Compensation

Concept of droop control

As discussed in [1], the basic concept behind droop control is to apply com-
pensation to the Buck converter in a way that creates a constant, closed-loop
output impedance. By creating a constant output impedance, any variation in
load current will result in a change in output voltage to maintain a constant
impedance. Knowing the maximum load current requirements, the maximum
droop of the system is simply ∆V = ∆IR.

Reviewing the output section of the buck converter including losses, it can
be seen that the open loop output impedance at high frequencies is equal to
the parasitic resistance of the output capacitor. For this design, the parasitic
resistance of the capacitor will be utilized as the value of the output impedance
for the compensated Buck converter.

Derivation of the closed-loop output impedance

As shown in Figure 7.4, the output voltage variation of a Buck converter is
determined based on the variation of the duty cycle, variations in the source
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Figure 7.1: Transient Response of System with Droop Control

Figure 7.2: Active Droop Control System Block Diagram

voltage, and variations in the load current. For this example, input voltage
variations will be neglected.

By de�nition,

Zoc(s) =
Zo(s)

1 + T (s)
(7.1)

Following Figure 7.4, T (s) = FmHGvd(s)Gcon(s), where Fm is the PWM
comparator e�ect, Gvd(s) is the control to output transfer function, H is the
feedback attentuation, and Gcon(s) is the compensation block to be designed.
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Figure 7.3: MATLAB Uncompensated Bode plot

Figure 7.4: Buck converter control loop

To �nd Zoc(s) it is necessary to �rst calculate Zo(s) (the open loop output
impedance) and Gvd(s). Applying state space averaging methods to calculate
the small signal model of Zo(s) and Gvd(s), the functions are realized as shown
below.
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Zo(s) = rl
(1 + s

ωc
)(1 + s

ωl
)

1 + s
Qω0

+
(
s
ω0

)2 (7.2)

Gvd(s) = Vg
1 + s

ωc

1 + s
Qω0

+
(
s
ω0

)2 (7.3)

Where ωo ≈ 1√
CL

, ωc = 1
rcC

, ωl = rl
L , ωR = 1

RC , and Q ≈
√
LC

rl+rc
.

Recalling that our aim is to derive a compensator circuit that will implement
a constant output impedance equal to the parasitic resistance of the capacitor,
Zoc is set equal to rc.

Zoc(s) =
Zo(s)

1 + T (s)
=

Zo(s)

1 + FmGvd(s)Gcon(s)
= rc

Expanding Zo(s) and Gvd(s):

rc =

rl
(1+ s

ωl
)(1+ s

ωc
)

1+ s
Qωo

+ s2

ω2
o

1 +
Fm(1+ s

ωc
)Vg

1+ s
Qωo

+ s2

ω2
o

Gcon(s)

Rearranging the equation,

rcFmVg(1 +
s

ωc
)Gcon(s) = rl − rc + [(

1

ωl
+

1

ωc
)rl −

rc
Qωo

]s+ (
rl
ωlωc

− rl
ω2
o

)s2

Expanding the s2 term,

rl
ωlωc

− rc
ω2
o

=
rl

rl
L

1
rcC

− rc
1
LC

= rc(LC − LC) = 0

Gcon(s) can then be simpli�ed into the form:

Gcon(s) = Kv

1 + s
ωzv

1 + s
ωpv

(7.4)

Where Kv = rl−rc
rcVgFmH

,ωpv = ωc, and ωzv = Rl−Rc

L−R2
cC

.

Using the circuit parameters de�ned in the introduction, Kv = .1.71, ωzv =
4.1k rad

s , and ωpv = 40k rads . For a Matlab calculation of these values, please
refer to the MATLAB code provided at the end of the chapter.

Figure 7.5 show the frequency response of the loop gain of the system. Note
that in this compensation design, a small gain at low frequencies is implemented,
which is contrary to typical feedback designs where nearly in�nite DC gain is
desired.



134 CHAPTER 7. DROOP AND MULTI-LOOP CONTROL

In Figures 7.6 and 7.7, the open and closed loop output impedance and the
system audio susceptibility are shown as a function of frequency. Note that as
expected, the closed loop output impedance is approximately a constant −26dB
or 50mΩ over the frequency range.

With the compensator circuit now completely de�ned, it can be realized us-
ing an operational ampli�er circuit. As seen in Figure 7.8, the circuit can be
implemented using a single op-amp.

Since the loop gain of this system is very low, it is not safe to assume that a
reference of 5 V (VoH) will work for this system. Looking at the block diagram,
if the duty ratio is known, the output voltage of the ampli�er is D

Fm
. Using this

value, the value of Vref can found by applying nodal analysis at V−. Using the
DC value of D ( VVg

= .53), Vref is found to be equal to approximately 3.9 V.

Through simulation of the droop circuit (Figure 7.8), it is found that the
system performs exactly as expected for a step in current of 0.1 A to 5.0 A.
With an output impedance of 50mΩ, the voltage change ideally would be equal
to 4V = (4.9A)(50mΩ) = .245V , which is approximately what is seen in Fig-
ure 7.8. In the next section, we will expand upon this design to incorporate
additional compensation using the inductor current.
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Figure 7.6: MATLAB Bode Plot of Zo for Passive Droop Compensated System
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Figure 7.8: PECS Schematic of System with Passive Droop Compensation
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Figure 7.9: PECS Simulation of Passive Droop Compensation Response to a
Load Current Step
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Figure 7.10: PECS Simulation of Passive Droop Compensation Response to a
Supply Voltage Disturbance

7.2.2 Active Droop Compensation

Concept of Current Sensing Droop Control

This mode of control implements a constant output impedance equal to the
parasitic resistance of the capacitor, similar to that of the previous section.
However, this feedback system is composed of two loops. One loop is the volt-
age loop that was used in the Section 1 design. The second loop is a current
sensing loop, which measures the inductor current and provides a feedback volt-
age proportional to this current. The goal of this design as presented in [2] is to
combine these two loops into one compensator to control the deviation in the
output voltage. This can be seen in Figure 7.11.

Figure 7.12 shows the current and voltage loops in terms of transfer functions
via small-signal block diagram. Zo(s), Gvd(s), and Fm are the same transfer
functions used in the voltage droop mode. Ri is the inductor current sensing
gain. Av(s) is the transfer function of the feedback compensator, and is syno-
mynous to Gcon(s) in the voltage droop mode. Gii(s) is the transfer function
of inductor current to load current. Gid(s) is the transfer function of induc-
tor current to duty cycle. Applying state space averaging methods to calculate
the small signal model of Gii(s) and Gid(s)(see Appendix 1), the functions are
realized as shown below.

Gii(s) =
1 + s

ωc

1 + s
Qω0

+
(
s
ω0

)2 (7.5)
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Figure 7.11: Buck converter with the current sensing mode [2]

Gid(s) =
Vin
Ro

1 + s
ωR

1 + s
Qω0

+
(
s
ω0

)2 (7.6)

where ωo ≈ 1√
CL

, ωc = 1
RcC

, ωl = Rl

L , ωR = 1
RC , and Q ≈

√
LC

Rl+Rc
.

Design of Current Sensing Droop Control

To create a feedback compensator Av(s) for the current sensing droop control,
the �rst step is realizing the functions for the current loop Ti(s) and the voltage
loop Tv(s). This can be achieved by following each loop in Figure 7.12. For a
complete diagram including input voltage disturbances, refer to Figure 7.20.

Ti(s) = Av(s)FmGid(s)Ri (7.7)

Tv(s) = Av(s)FmGvd(s) (7.8)

In order to determine a single compensator Av(s) for both loops, Ti(s) and
Tv(s) need to be related. Because the compensator e�ects both loops, it is
important to design the loops with the same characteristics. This allows both
loops to be in unison and not work against each other. This can be achieved by
designing both loops to have the same crossover frequency. This happens when
the ratio of the two loops is set equal to 1.

Tv(s)

Ti(s)
=

Gvd(s)

RiGid(s)
=

R(1 + s
ωc

)

Ri(1 + s
ωR

)
(7.9)
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Figure 7.12: Small-signal block diagram of the current sensing mode

It can be seen that this ratio equals 1 when Ri = Rc and when ω > ωc, since
the zero from the output capacitor is normally much larger than ωR.

The design should be similar to the voltage droop control in terms of having
a constant impedance gain equal to the parasitic losses of the output capacitor.
The closed-loop output impedance function, Zoc(s), is shown below.

Zoc(s) =
Zo(s)(1 + Ti(s)) + Ti(s)

Gvd(s)Gii(s)
Gid(s)

1 + Ti(s) + Tv(s)
(7.10)

Setting the above equation equal to the value of Rc the transfer function
of Av(s) can be derived. From [2], the current loop should be stable with a
phase margin of around 90◦. In order to achieve this, a zero, ωz, is needed to
compensate for the power stage double pole. The high frequency switching noise
should also be �ltered. This requires a pole, ωp, placed well before the switching
frequency. The current loop should have a crossover frequency that is higher
than the parasitic zero of the output capacitor. This can be done by making
the gain, ωi, of the compensator su�ciently large. Since in�nite DC gain is
required, an integrator is used by placing a pole at zero, 1

s . The compensator
transfer function can now be realized.
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Figure 7.13: Small-signal block diagram of the current sensing mode -General
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Av(s) = ωi
1 + s

ωz

s(1 + s
ωp

)
(7.11)

where ωz = ωo, ωp = (2π)50, 000, and ωi = 100, 000

The compensator can now be implemented using an operational ampli�er
circuit. As seen if Figure 7.17, this circuit can be implemented using a single
op-amp. The summing of the two loops is incorporated into the op-amp used
by the compensator. Please note the use of a voltage divider in the voltage
feedback loop is similar to that in the previous section, only it has been scaled
to a ratio of 1

2 for component value selection.

The loop gain of this system is a ratio of the current and voltage loops, and
once again it's not safe to assume a reference of 5 V will work for this system.
Vref is found to be approximately 3.8 V in this design.

Loop Gain Analysis

With the design stage complete, the system can be analyzed for stability and
crossover frequency veri�cation. The outer loop, T2, shown below, determines
the system stability.

T2(s) =
Tv(s)

1 + Ti(s)
(7.12)

It can be seen in Figure 7.14 that all three loops have the same crossover
frequency. Stability is veri�ed with T2 having a phase margin of about 105◦.
This is really close to the design of 90◦, with other poles and zeros from Tv and
Ti accounting for the slight di�erence.

It can be observed in Figure 7.15 that the impedance gain is nearly constant.
The impedance phase is also nearly constant as it changes only slightly over the
entire range of frequencies.

In Figure 7.18, the current sensing droop control was simulated with a step
in the load current, the same as was performed Section 1. The results are
nearly the same as with the voltage droop control. There are slight transient
spikes, but they are small and are on the order of the ripple. These spikes are
caused from the slight deviation in the constant output impedance. With the
output impedance at 50mΩ, the ideal voltage change would again be .245 V.
Aside from the slight transient spikes, this is what is approximately seen in
Figure 7.18. This two loop compensation control can achieve the same results
as the simple voltage droop control, yet have the versatility to compensate for
both voltage and current. In the next section, a voltage compensation scheme
will be presented and compared to the droop control methods.
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Figure 7.14: MATLAB Bode Plot of Loop Gains with Active Droop Compen-
sation

7.2.3 Voltage Mode Compensation

Concept of voltage compensation

The �nal design that will be discussed in this report is a traditional voltage
compensation design. Back in Figure 7.4, we found for the purposes of droop
control that we would design for changes in output current and neglect any
disturbances in the input voltage. For this design, the compensation circuit will
be designed to reduce the audio susceptibility of the circuit (Gcl(s) = v̂

vĝ
). This

design will then be tested by applying a step disturbance to the load current,
and determining the maximum deviation of the output voltage in response to
the disturbance.

By following the loop in Figure 7.4, it can be seen by inspection that Gcl(s) =
Gvg(s)
1+T (s) , where T (s) = Gvd(s)(Fm)Gcon(s) and Gvd(s) is the same as in Section
1 and Section 2. Gvg(s) can be found to equal the following expression:

Gvg(s) = D
1 + s

ωc

1 + s
Qω0

+
(
s
ω0

)2 (7.13)
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Figure 7.15: MATLAB Bode Plot of Zo for Active Droop Compensated System
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Figure 7.16: MATLAB Bode Plot of Gvg for Active Droop Compensated System
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Figure 7.17: PECS Schematic of System with Active Droop Compensation
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Figure 7.18: PECS Simulation of Active Droop Compensated Response to a
Load Current Step
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Figure 7.19: PECS Simulation of Active Droop Compensated Response to a
Supply Voltage Disturbance

Figure 7.20: Complete Small-signal block diagram of the current sensing mode
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Where all parameters of the equation are the same as described in the previous
sections.

Designing loop compensation

The goal of this design is to create a compensation block that will maxi-
mally reduce the e�ect of input voltage disturbances on the output. To improve
on the basic integrator compensator design, two zeros are added around the
crossover frequency to combat the extra −90◦ of phase shift introduced by the
integrator. Two poles are also introduced to ensure that the switching frequency
noise will be canceled with the introduction of the zero. The equation for this
compensation block is shown below:

Gcon(s) =
ωI
s

(1 + s
ωz1

)(1 + s
ωz2

)

(1 + s
ωp1

)(1 + s
ωp2

)
(7.14)

where ωI is the constant gain and ωz1, ωz2, ωp1, and ωp2 are the new param-
eters to be designed.

To gain a better understanding of the system, the system transfer functions
are plotted for three di�erent cases of zero placement:
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Figure 7.21: Bode Plot Asymptotes for Case 1
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Figure 7.22: Bode Plot Asymptotes for Case 2
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Figure 7.23: Bode Plot Asymptotes for Case 3
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To determine a proper location for the introduced components, it is important
to �rst start by improving the phase margin. This is accomplished by having
at least one zero below the natural frequency of the system. By introducing
one zero rather than both at this point, it will work to exactly cancel the phase
shift introduced by the integrator without dropping the loop gain more than
necessary. Introducing the second zero after the natural frequency will help
extend the loop gain bandwidth, pushing the crossover frequency further toward
higher frequency.

Through careful adjustment of parameter location and system response sim-
ulation, the system parameters were calculated as shown below. An optimum
crossover frequency is found in terms of improving the phase margin, yet also
maximizing loop gain bandwidth at fc = 6.31kHz. This will be shown in the
system response later in this section.

ωz1 = (2π)5.06
krad

s

ωz2 = (2π)8.22
krad

s

ωp1 = ω(z) = (2π)6.37
krad

s

ωp2 = (2π)63.6
krad

s

ωI = 17k
rad

s

Figure 7.24 describe the loop gain of the system as a function of frequency.
Note that with the previously discussed changes, high DC gain, switching fre-
quency attenuation, and system stability are all accomplished.

Figure 7.27 is the circuit realization of the compensation scheme designed
above. Figure 7.28 shows the simulation results of the circuit in response to
the change in output current described in the introduction. Note that the
maximum deviation from peak to peak using this voltage compensation scheme
is 300 mV. The system shows a spike in voltage when the current is changed, and
then quickly reduces to the expected voltage. This clearly shows the di�erence
between this method of design and the constant impedance method, where a
constant impedance will have half of the peak to peak voltage deviation; yet,
there is a di�erence in the average output voltage level depending on the load
applied. However, since power supply requirements are typically quanti�ed in
terms of an output voltage tolerance range, the voltage droop compensation and
current droop compensation allow for tighter restrictions on levels, thus making
them a better design compared to traditional voltage compensation.
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Figure 7.24: MATLAB Bode Plot of Loop Gains with Voltage Mode Compen-
sation
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Figure 7.25: MATLAB Bode Plot of Zo for Voltage Mode Compensated System
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Figure 7.26: MATLAB Bode Plot ofGvg for Voltage Mode Compensated System
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Figure 7.27: PECS Schematic of System with Voltage Mode Compensation
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Figure 7.28: PECS Simulation of Voltage Mode Compensated Response to a
Load Current Step
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Figure 7.29: PECS Simulation of Voltage Mode Compensated Response to a
Supply Voltage Disturbance
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7.3 Summary

Through implementation of a voltage droop, inductor current droop, and a
voltage compensation circuit, it was found that the voltage and current droop
compensation techniques were able to have an output voltage deviation of half
the size of the voltage compensation method. This reduction in output voltage
deviation is an e�ect of creating a constant closed loop output impedance on
the output of the converter. The only downside to the droop compensation
methods is that the output voltage changes to the deviation value, rather than
introducing a small transient and returning, as is the case with the voltage
compensation.

Overall, due to the fact that regulated voltages are de�ned over an acceptable
output range, the droop control methods both allow the smallest deviation that
can �t in a given tolerance window. Ideally the current sensing droop control is
the most complete method of compensation due to the two loop compensation.
Practically, however, the voltage droop method accurately reduces the output
voltage deviation and is the simplest to implement in terms of components.

7.4 MATLAB Code

1 clear
2 close all
3 format compact
4

5 s = tf('s');
6

7 Vg = 28;
8 R = 3;
9 L = 50e−6;

10 C = 500e−6;
11 rl = 0.25;
12 rc = 0.05;
13 Vm = 4;
14 Vo = 15;
15 D = Vo/Vg;
16

17

18 H = 1/3;
19 w0 = 1/sqrt(L*C);
20 f0 = w0/(2*pi);
21 wc = 1/(rc*C);
22 wr = 1/(R*C);
23 wl = rl/L;
24 Q = sqrt(L/C)/(rl+rc);
25 PWM = 1/Vm;
26 T0 = Vg*H*PWM;
27

28
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29 f = logspace(1,6,1000);
30 w = 2*pi*f;
31

32 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
33 %%% Plant Open−loop
34

35 Gvg = D*(1+s/wc)/(1+s/(Q*w0)+(s/w0)^2);
36 Gvd = Vg*(1+s/wc)/(1+s/(Q*w0)+(s/w0)^2);
37 Zo = rl*(1+s/wc)*(1+s/wl)/(1+s/(Q*w0)+s^2/w0^2);
38

39 %%% Loop gain
40 T = tf(T0*[1/wc 1], [1/w0^2 1/(Q*w0) 1]);
41

42 figure(1)
43 [mag, phase] = bode(T,w);
44 margin(mag, phase, w)
45

46 h = gcr;
47 h.AxesGrid.Xunits = 'Hz';
48 h.AxesGrid.TitleStyle.FontSize = 16;
49 h.AxesGrid.XLabelStyle.FontSize = 12;
50 h.AxesGrid.YLabelStyle.FontSize = 12;
51

52 % Zoc = Zo/(1+T);
53 % Gvgc = Gvg/(1+T);
54 %
55 % figure(2)
56 % bode(Zo);
57 % hold
58 % bode(Zoc)
59 % title('');
60 % h = gcr;
61 % h.AxesGrid.Xunits = 'Hz';
62 % h.AxesGrid.TitleStyle.FontSize = 16;
63 % h.AxesGrid.XLabelStyle.FontSize = 12;
64 % h.AxesGrid.YLabelStyle.FontSize = 12;
65 %
66 %
67 % figure(3)
68 % bode(Gvg);
69 % hold
70 % bode(Gvgc)
71 % title('');
72 % h = gcr;
73 % h.AxesGrid.Xunits = 'Hz';
74 % h.AxesGrid.TitleStyle.FontSize = 16;
75 % h.AxesGrid.XLabelStyle.FontSize = 12;
76 % h.AxesGrid.YLabelStyle.FontSize = 12;
77

78

79

80

81 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
82 %%% Droop passive
83

84 Kv = (rl−rc)/(rc*Vg*(1/Vm)*H);
85 wzc = (rl−rc)/(L−rc*rc*C);
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86 wpv = wc;
87

88 Gcdroop_p = tf(Kv*[1/wzc 1], [1/wpv 1]);
89

90 Tdroop_p = Gcdroop_p * T;
91

92 figure(4)
93 [mag, phase] = bode(Tdroop_p,w);
94 margin(mag, phase, w)
95 h = gcr;
96 h.AxesGrid.Xunits = 'Hz';
97 h.AxesGrid.TitleStyle.FontSize = 16;
98 h.AxesGrid.XLabelStyle.FontSize = 12;
99 h.AxesGrid.YLabelStyle.FontSize = 12;

100

101

102 Zoc = Zo/(1+Tdroop_p);
103 Gvgc = Gvg/(1+Tdroop_p);
104

105 figure(2)
106 bode(Zo);
107 hold
108 bode(Zoc)
109 title('');
110 h = gcr;
111 h.AxesGrid.Xunits = 'Hz';
112 h.AxesGrid.TitleStyle.FontSize = 16;
113 h.AxesGrid.XLabelStyle.FontSize = 12;
114 h.AxesGrid.YLabelStyle.FontSize = 12;
115

116

117 figure(3)
118 bode(Gvg);
119 hold
120 bode(Gvgc)
121 title('');
122 h = gcr;
123 h.AxesGrid.Xunits = 'Hz';
124 h.AxesGrid.TitleStyle.FontSize = 16;
125 h.AxesGrid.XLabelStyle.FontSize = 12;
126 h.AxesGrid.YLabelStyle.FontSize = 12;
127

128

129 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
130 %%% Droop active
131

132 wi_da = 100000;
133 wz_da = w0;
134 wp_da = 2*pi*50000;
135

136 % wi_da = 7.3529e+004;
137 % wz_da = w0;
138 % wp_da = 2*pi*5.4683e+004;
139

140 Gcvdroop_a = tf(wi_da*[1/wz_da 1], conv([1 0], [1/wp_da 1]));
141

142 Tvdroop_a = Gcvdroop_a * T;
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143

144 figure(5)
145 [mag, phase] = bode(Tvdroop_a,w);
146 margin(mag, phase, w)
147

148 hold
149

150 Ti = tf(Vg/R*[1/wr 1], [1/w0^2 1/(Q*w0) 1]);
151 Tidroop_a = PWM * H *Gcvdroop_a * Ti * rc;
152

153 [mag, phase] = bode(Tidroop_a,w);
154 margin(mag, phase, w)
155

156 T2 = Tvdroop_a/(1+Tidroop_a);
157 [mag, phase] = bode(T2,w);
158 margin(mag, phase, w)
159

160 h = gcr;
161 h.AxesGrid.Xunits = 'Hz';
162 h.AxesGrid.TitleStyle.FontSize = 16;
163 h.AxesGrid.XLabelStyle.FontSize = 12;
164 h.AxesGrid.YLabelStyle.FontSize = 12;
165

166 hold off
167

168

169

170

171 Gii=(1+s/wc)/(1+s/(Q*w0)+s^2/w0^2);
172 Gid=(Vg/R)*(1+s/wr)/(1+s/(Q*w0)+s^2/w0^2);
173 Gig=s*C/(1+s/(Q*w0)+s^2/w0^2);
174

175 % Av=wi*(1+s/w1)/(s*(1+s/w2));
176 % Ti= Av*Fm*Gid*H*Ri1;
177 % Tv=Av*Fm*H*Gvd;
178 % T2=Tv/(1+Ti);
179 %Gvgc=Gvg/(1+T2);
180

181 Ti = Tidroop_a;
182 Tv = Tvdroop_a;
183

184 Zoc = (Zo*(1+Ti)+Ti*(Gvd*Gii)/Gid)/(1+Ti+Tv);
185 Gvgc = (Gvg*(1+Ti)−Ti*(Gvd*Gig)/Gid)/(1+Ti+Tv);
186

187 figure(9)
188 bode(Zo);
189 hold
190 bode(Zoc)
191 title('');
192 h = gcr;
193 h.AxesGrid.Xunits = 'Hz';
194 h.AxesGrid.TitleStyle.FontSize = 16;
195 h.AxesGrid.XLabelStyle.FontSize = 12;
196 h.AxesGrid.YLabelStyle.FontSize = 12;
197

198

199 figure(10)
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200 bode(Gvg);
201 hold
202 bode(Gvgc)
203 title('');
204 h = gcr;
205 h.AxesGrid.Xunits = 'Hz';
206 h.AxesGrid.TitleStyle.FontSize = 16;
207 h.AxesGrid.XLabelStyle.FontSize = 12;
208 h.AxesGrid.YLabelStyle.FontSize = 12;
209

210

211

212

213 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
214 %%% Voltage mode
215

216 wi = 17000;
217 wz1 = 0.8*w0;
218 wz2 = 1.3*w0;
219 wp1 = wc;
220 wp2 = 10*wp1;
221

222 Gcvmode = tf(wi*conv([1/wz1 1], [1/wz2 1]), conv([1 0], ...
conv([1/wp1 1], [1/wp2 1])));

223

224 Tvmode = Gcvmode * T;
225

226 figure(6)
227 [mag, phase] = bode(Tvmode,w);
228 margin(mag, phase, w)
229 h = gcr;
230 h.AxesGrid.Xunits = 'Hz';
231 h.AxesGrid.TitleStyle.FontSize = 16;
232 h.AxesGrid.XLabelStyle.FontSize = 12;
233 h.AxesGrid.YLabelStyle.FontSize = 12;
234

235 Zoc = Zo/(1+Tvmode);
236 Gvgc = Gvg/(1+Tvmode);
237

238 figure(7)
239 bode(Zo);
240 hold
241 bode(Zoc)
242 title('');
243 h = gcr;
244 h.AxesGrid.Xunits = 'Hz';
245 h.AxesGrid.TitleStyle.FontSize = 16;
246 h.AxesGrid.XLabelStyle.FontSize = 12;
247 h.AxesGrid.YLabelStyle.FontSize = 12;
248

249

250 figure(8)
251 bode(Gvg);
252 hold
253 bode(Gvgc)
254 title('');
255 h = gcr;
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256 h.AxesGrid.Xunits = 'Hz';
257 h.AxesGrid.TitleStyle.FontSize = 16;
258 h.AxesGrid.XLabelStyle.FontSize = 12;
259 h.AxesGrid.YLabelStyle.FontSize = 12;
260

261

262

263 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
264 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
265 %%% Components
266

267 %%% Droop passive
268 display(' Droop passive ')
269 R1 = 100000;
270 C1 = 1/(R1*wzc);
271 R2 = Kv*R1;
272 C2 = 1/(R2*wpv);
273

274 R1
275 R2
276 C1
277 C2
278 display(' ')
279

280 %%% Droop active
281

282 display('Droop active ')
283 C1 = 33e−12;
284 R2 = 1/(wp_da*C1);
285 C2 = 1/(R2*wz_da);
286 R1 = 1/(C2*wi_da);
287

288

289 R1
290 R2
291 C1
292 C2
293 display(' ')
294

295 %%% Voltage mode, R1 >> R3, C1 >> C3
296

297 display('Voltage mode ')
298 C3 = 33e−12;
299 R2 = 1/(C3*wp2);
300 C1 = 1/(R2*wz1);
301 R1 = 1/(C1*wi);
302 C2 = 1/(R1*wz2);
303 R3 = 1/(C2*wp1);
304

305 C1
306 C2
307 C3
308 R1
309 R2
310 R3
311

312 %%% Droop passive
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313 % R1 =
314 % 100000
315 % R2 =
316 % 1.7143e+005
317 % C1 =
318 % 2.4375e−009
319 % C2 =
320 % 1.4583e−010
321

322

323 % Droop active
324 % wi_da = 70000;
325 % wz_da = w0;
326 % wp_da = 70000;
327 %
328 % R1 =
329 % 3.9113e+004
330 % R2 =
331 % 4.3290e+005
332 % C1 =
333 % 3.3000e−011
334 % C2 =
335 % 3.6524e−010
336

337

338 % %%% Droop active
339 % wi_da = 150000;
340 % wz_da = w0;
341 % wp_da = 50000;
342 % R1 =
343 % 2.5554e+004
344 % R2 =
345 % 6.0606e+005
346 % C1 =
347 % 3.3000e−011
348 % C2 =
349 % 2.6089e−010
350

351

352 %%% Voltage mode
353 % wi = 7000;
354 % wz1 = 0.3*w0;
355 % wz2 = 1.4*w0;
356 % wp1 = wc;
357 % wp2 = 10*wp1;
358 %
359 % C1 =
360 % 6.9570e−009
361 % C2 =
362 % 5.5000e−009
363 % C3 =
364 % 3.3000e−011
365 % R1 =
366 % 2.3957e+004
367 % R2 =
368 % 7.5758e+004
369 % R3 =
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370 % 4.5455e+003
371

372

373 % %%% Voltage mode
374 % wi = 17000;
375 % wz1 = 0.8*w0;
376 % wz2 = 1.3*w0;
377 % wp1 = wc;
378 % wp2 = 10*wp1;
379 %
380 % C1 =
381 % 2.6089e−009
382 % C2 =
383 % 5.3942e−009
384 % C3 =
385 % 3.3000e−011
386 % R1 =
387 % 2.2547e+004
388 % R2 =
389 % 7.5758e+004
390 % R3 =
391 % 4.6346e+003
392

393

394 %%%% Droop active
395 R1 = 50e3;
396 R2 = 593e3;
397 C1 = 5e−12;
398 C2 = 267e−12;
399 wi = 1/(R1*(C1+C2));
400 fz = 1/(2*pi*R2*C2);
401 fp = 1/(2*pi*R2*C1*C2/(C1+C2));
402 display('Droop active − good')
403 wi
404 fz
405 fp
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Chapter 8

Introduction

There are three main problems that can be examined in the study of systems
in the controls context: system dynamics, system identi�cation or modeling,
and system control. They develop from the three aspects that are present in
the block diagram of a basic system: input, system, and output [1]. Typically,
two of the three aspects are known, and the third must be determined from the
other two.

In system control, the system is known, and the input to the system that pro-
duces a desired output must be determined. Part II focuses on the fundamental
control problem of regulation for disturbance rejection as it pertains to DC-DC
converters, and uses the �uk DC-DC converter as the platform for applying
the various design steps, leading up to a mimimal-order compensator design,
demonstrated in Chapter 14. It is assumed that the reader of this part of the
book is familiar with the classical control system design techniques presented
earlier as the modern control design methods build on a classical foundation.
Note that for the regulation problem, the desired output value is �xed, whereas
in the servo problem, the desired output is to track a changing setpoint.

The �uk DC-DC converter was chosen as an example system for two main
purposes. This nonlinear switching circuit can act to raise (boost) or lower
(buck) the voltage from input to output, making it a generic DC-DC converter
(compared to converters that can only boost or buck the input voltage, but not
do both). Also, the circuit contains four energy storage devices leading to a
fourth-order system, which creates su�cient complexity in an output feedback
compensator to require compensator order reduction. This allows an original
idea regarding order reduction to be presented. Boost or buck converters are
typically implemented with only two energy storage components, and the result-
ing simplicity in compensators designed using modern control techniques either
does not require model reduction or renders one of the techniques presented in
this part of the text practically useless.

Analysis of the �uk converter circuit begins in Chapter 9. The control sys-
tem analysis and design procedures use MATLAB from The Mathworks, Inc.,
and code is presented at the end of each chapter for the relevant chapter ma-
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terial. The nonlinear �uk switching circuit is modeled as a small-signal con-
tinuous linear time invariant (LTI) system using state space averaging. The
LTI model to be used during the design process is validated by transient com-
parison with a nonlinear circuit simulation to justify the assumption that the
small-signal model would be adequate. The open-loop performance character-
istics are tested, and a set of performance criteria for the closed-loop controlled
system are speci�ed.

Chapter 10 covers pole placement using state feedback. This chapter uses
desired poles given by a �lter prototype that is optimal with respect to an
integral performance index and discusses how to select a weighting parameter
that determines the closed-loop pole locations.

Integral augmentation of the state feedback architecture is described in
Chapter 11. This allows the closed-loop system to completely eliminate steady
state error, which could not be accomplished by state feedback alone.

Chapter 12 discusses state estimation using full- and reduced-order observers
to allow for the use of output feedback, as state information is not always
available to the designer.

Chapter 13 shows the application of optimal control and estimation using
linear quadratic methods. These techniques allow the designer to determine
optimal controller and optimal estimator gains. Loop transfer recovery is dis-
cussed as a means to recover desirable frequency-domain stability margins that
are lost when designing an optimal output feedback compensator.

In order to design compensators that can be constructed from a minimum
number of components, Chapter 14 covers order reduction methods. First, a
reduced-order optimal compensator with recovered loop gain is designed. This
step is followed by applying balanced realization and truncation techniques to
eliminate states with little e�ect on performance, resulting in additional com-
pensator order reduction.

Chapter 15 describes how to implement two of the �nal compensator designs
that were created and shows the di�erence in analog controller circuit complexity
that can arise from only one additional order in the compensator.

Chapter 16 presents the minimal compensator circuit test results from a
power electronics simulator that prove the performance of the �nal controller
design exceeded the original design speci�cations.

Finally, Chapter 17 wraps up Part II of the text with a recap of the methods
presented and their results.
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Chapter 9

System Analysis

Prior to designing a controller for a system, the control system designer must
understand the system's characteristics. For example, is the system open-loop
stable? Are there dominant poles? Are there poles that may be neglected during
design? Is the system controllable using the selected inputs? Can an estimator
be constructed based on the measured outputs? These types of questions should
be answered both intuitively and mathematically prior to embarking on an
attempt to design a controller for the system.

As stated in Chapter 8, the �uk DC-DC converter is used here as the example
system for demonstrating the compensator design processes described in Part II.
The starting point is the construction of a mathematical model of the system
in MATLAB. The model is a mathematical description of some or all of the
behavior of the real-world system that is adequate for performing controller
design. State space averaging yields a linear small-signal model for the nonlinear
switching system [1]. Additionally, a nonlinear circuit model was created in
the Power Electronics Circuit Simulator (PECS) software package in order to
validate the performance of the assumed linear model. PECS uses a schematic-
based circuit editor and features its own plotting tool, PECSPLOT.

A note on notation: the zeros, poles, and gains of systems discussed in Part
II are in the Evans form, i.e., the coe�cient of the highest power of s in each
factored term is unity and the stated gain is not the DC gain of the system. This
is in contrast to Bode form, where the constant in each factored term is unity
and the DC gain is explicitly stated. Evans form was chosen for convenience,
as it is the form used by zpk systems in MATLAB.

9.1 The �uk Converter

The �uk converter is a step-down/step-up converter based on a switching boost-
buck topology. Essentially, the converter is composed of two sections, an input
stage and an output stage. The schematic of the �uk converter is presented
in Figure 9.1, with component values given in Subsection 9.2.3. (The lowercase
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Figure 9.1: �uk converter with inductor equivalent series resistances.

variables indicate small-signal deviations from nominal operating point variables
as obtained by linearization.) The input voltage vg is fed into the circuit via
inductor L1. When transistor Q1 is on, current i1 builds the magnetic �eld of
the inductor in the input stage. The diode CR1 is reverse biased, and energy
dissipates from the storage elements in the output stage. When Q1 turns o�,
inductor L1 tries to maintain the current �owing through it by reversing polarity
and sourcing current as its magnetic �eld collapses. It thus provides energy to
the output stage of the circuit via capacitor C1. Both currents i1 and i2 must
sum to zero in the steady state, since the assumption is that voltage v1 is
essentially constant (given that the voltage across a capacitor cannot change
instantaneously and the switching speed of the circuit is high). This provides
for the following charge conservation relation:

i1ton + i2toff = 0 (9.1)

The inductor currents are the input and output currents, therefore, if the prin-
ciple of conservation of energy is applied:

vo
vg

=
Ds

1−Ds
(9.2)

where Ds is the duty cycle of the switch, Ds
∆
= ton

ton+toff
. Equation 9.2 shows

that by controlling the duty cycle of the switch (by small-signal deviation d),
the output voltage vo can be controlled and can be higher or lower than the
input voltage vg. By using a controller to vary the duty cycle during operation,
the circuit can also be made to reject disturbances, as will be shown.
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9.2 The �uk Converter Model

The �uk converter selected was designed with just enough mutual inductance to
avoid a nonminimum phase converter structure, a requirement for a controller
design method used later in the text.

9.2.1 Analysis of Inductors with Mutual Coupling

and Equivalent Series Resistances

The equations for the voltage across two inductors L1 and L2 joined by mutual
coupling are:

vL1 = L1
di1
dt

+M
di2
dt

vL2 = M
di1
dt

+ L2
di2
dt

The solutions of the two simultaneous equations are:

di1
dt

=
L2

L1L2 −M2
vL1

+
−M

L1L2 −M2
vL2

di2
dt

=
−M

L1L2 −M2
vL1 +

L1

L1L2 −M2
vL2

For the circuit with equivalent series resistances included in the inductor models
when Q1 conducts:

vL1 = vg − i1R1

vL2 = v1 − v2 − i2R2

therefore:

di1
dt

=
M

σ2
v2 +

−M
σ2

v1 +
MR2

σ2
i2 +

−L2R1

σ2
i1 +

L2

σ2
vg

di2
dt

=
−L1

σ2
v2 +

L1

σ2
v1 +

−L1R2

σ2
i2 +

MR1

σ2
i1 +

−M
σ2

vg

with σ2 = L1L2 −M2.
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When Q1 does not conduct:

vL1
= vg − i1R1 − v1

vL2
= −v2 − i2R2

therefore:

di1
dt

=
M

σ2
v2 +

−L2

σ2
v1 +

MR2

σ2
i2 +

−L2R1

σ2
i1 +

L2

σ2
vg

di2
dt

=
−L1

σ2
v2 +

M

σ2
v1 +

−L1R2

σ2
i2 +

MR1

σ2
i1 +

−M
σ2

vg

with σ2 = L1L2 −M2.

9.2.2 The State Space Averaged Model

State space averaging is a well-known method used in modeling switching con-
verters. For a system with a single switching component with a nominal duty
cycle, a model may be developed by determining the state and measurement
equations for each of the two switch states, then calculating a weighted average
of the two sets of equations using the nominal values of the time spent in each
state as the weights. To develop the state space averaged model, the equations
for the rate of inductor current change derived in Subsection 9.2.1 are used along
with the equations for the rate of capacitor voltage change that may be derived
from the �uk converter circuit. For the purposes of modeling, the state vector
is given by:

x =
[
v2 v1 i2 i1

]′
When Q1 conducts, the following state space matrices result:

A1 =


− 1
RC2

0 1
C2

0

0 0 −1
C1

0

−L1

σ2
L1

σ2 −L1 R2

σ2
MR1

σ2

M
σ2 −M

σ2
MR2

σ2 −L2 R1

σ2



B1 =


0

0

−M
σ2

L2

σ2


C1 =

[
1 0 0 0

]
D1 = [0]
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When Q1 is not conducting, the circuit model is represented by the following
state space matrices:

A2 =


− 1
RC2

0 1
C2

0

0 0 0 −1
C1

−L1

σ2
M
σ2 −L1 R2

σ2
MR1

σ2

M
σ2 −L2

σ2
MR2

σ2 −L2 R1

σ2



B2 =


0

0

−M
σ2

L2

σ2


C2 =

[
1 0 0 0

]
D2 = [0]

By representing the duty cycle of the switch as Ds, the following results may
be obtained for a state space averaged model of the �uk converter:

D′s
∆
= 1−Ds

Vo
Vg

=
Ds

1−Ds
=
Ds

D′s

A = DsA1 +D′sA2

B = DsB1 +D′sB2

C = DsC1 +D′sC2

D = DsD1 +D′sD2

X = −A−1BVg

Bd = (A1 −A2)X + (B1 −B2)Vg

Dd = (C1 − C2)X + (D1 −D2)Vg

˙̃x = Ax̃+Bṽg +Bdd̃

ṽo = Cx̃+Dṽg +Ddd̃

where the tilde (˜) indicates a small signal deviation from nominal, and:

x = X + x̃

vg = Vg + ṽg

d = Ds + d̃

vo = Vo + ṽo
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A =
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9.2.3 Component Values

Here are the �uk converter circuit component values used in the remainder of
Part II:

L1 = 0.5mH

R1 = 0.01 Ω

L2 = 7.5mH

R2 = 0.01 Ω

M = −1.5mH

C1 = 2.0µF

C2 = 20µF

R = 30 Ω

Vg = 12V

d = 0.667

f = 100 kHz

9.3 �uk Converter Open Loop Performance

Before a controller was designed, the performance of the open-loop �uk model
was examined. A state space block diagram for the open-loop model is shown
in Figure 9.2. The state space equations were determined to be:

ẋ = Ax+Bvg +Bdd (9.3)

vo = Cx

x =
[
v2 v1 i2 i1

]′
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Figure 9.2: State space model of the �uk converter.

The state space matrices for the open-loop model from the disturbance input
vg to the output vo are the state space averaged matrices {A,B,C,D}. The
state space matrices for the open-loop system from the control input d to the
output vo are the state space averaged matrices {A,Bd, C,D}. Thus, the model
of the �uk converter has two inputs (a control input d and a disturbance input
vg) and one output (vo).

The MATLAB model open-loop response to a unit step disturbance in vg is
shown in Figure 9.3. By inspection of the plotted response, it was determined
that the system reached lightly damped oscillations around a steady state DC
value in approximately 20 ms. The steady state value was 26 V, a value predicted
from the gain equation for the �uk converter:

vo =
Ds

1−Ds
vg (9.4)

With nominal duty cycle Ds = 0.667, a 1 V step input in vg produces a 2 V
step in the output voltage vo. This shows that the open-loop system does not
reject disturbances on the input voltage vg. Also, note that the output of the
circuit is a lightly damped sinusoid, with an approximate frequency of 1.83 kHz
(11.5 krad/s).

The PECS circuit is shown in Figure 9.4. The simulator was set up to check
the performance of the nonlinear converter in response to a unit step up in vg.
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Figure 9.3: �uk converter output voltage response to a unit step disturbance in
vg.

Figure 9.4: The �uk converter simulated in PECS.

The PECS plot of these transients is shown in Figure 9.5. Comparison of
the MATLAB and PECS plots reveals that the linear model used in MATLAB
is an acceptable model of the plant to use for control system design.
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Figure 9.5: Unit step response of the �uk converter in PECS.

The pole-zero plot of Tvod is shown in Figure 9.6. All poles and zeros are in
the LHP, therefore the �uk converter is a stable minimum-phase system. The
locations for the zeros and poles are:

z =
[
−1490± j9000

]
p =

[
−879± j3641, −40± j11500

]
where the zeroes and poles have units of rad/s. The 1.83 kHz ringing in the
output transient caused by the unit step disturbance is due to the frequency
associated with the dominant pole pair at −40± j11500 rad/s.
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Figure 9.6: Map of the pole and zero locations of Tvovg .

9.4 Controllability and Stabilizability

The idea of controllability refers to the ability of the input control u to a�ect
the system dynamics. Controllability is de�ned as the ability to move the state
of a system from an initial value x0 to any arbitrary state xf within a �nite
time period t using the input signal u. (Note that controllability says nothing
about the magnitude of the input signal u, i.e., the control e�ort, nor the time
t required to accomplish this transition.) Essentially, it is a test to determine if
the closed-loop system poles may be arbitrarily placed in the complex plane.

The controllability matrix Mc is constructed from (A, B) in the following
manner:

Mc =
[
B AB A2B . . . An−1B

]
(9.5)

where n is the order of the system. IfMc is a full rank matrix, the system is fully
controllable. The rank de�ciency of Mc tells the designer how many modes are
uncontrollable. There is no rank de�ciency in Mc for the �uk converter model,
therefore the system is fully controllable.

9.5 Observability and Detectability

Observability refers to the ability to determine any initial state x0 using only
a �nite record of the output y between an initial time and a �nal time. The
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observability matrix Mo is constructed from (A, C) in the following manner:

Mo =


C
CA
CA2

...
CAn−1

 (9.6)

where n is the order of the system. If Mo is a full rank matrix, the system is
fully observable. The rank de�ciency of Mo tells the designer how many modes
are unobservable. The �uk converter model is fully observable.

9.6 Controlling the �uk Converter

The model used in controller design is a small-signal model, since, like many
other methods of linearization, the state-space averaging method only holds for
small deviations from the nominal operating point. Most of the equations and
�gures that follow refer to deviations from the nominal operating point of the
system unless otherwise stated or identi�able from context.

The control system designer must always begin with a set of design speci-
�cations when starting a project. The speci�cations are a set of goals for the
behavior of the controlled system, and may need to change during the design
process if not achievable or as new information becomes available. Speci�ca-
tions generally consider both transient behavior (e.g., rise time, settling time,
percent overshoot) and stability margins (e.g., relative stability, gain margin,
phase margin).

9.6.1 Time Domain Speci�cations

Time domain constraints are given by the system performance speci�cations.
The transient response of a regulated system is typically limited in terms of
both maximum amplitude deviation from the nominal output and settling time
in response to a transient. The goal for the �uk converter controller design
example is to control the output voltage to within 1% of nominal (i.e., 23.76
to 24.24 V) in response to unit step voltage disturbances in the input. This
matches the 1% regulation of standard industrial power supplies sold by a major
control system equipment manufacturer. Also, the controller should be able to
maintain the nominal output voltage within tolerances as the input varies over a
range of 9 to 14 V, though this shall be considered a steady-state, not transient,
operating requirement. As a �nal speci�cation, steady-state error in the output
voltage shall be eliminated within 20 milliseconds of the start of a transient.

9.6.2 Frequency Domain Speci�cations

The frequency response of the transfer function Tvod should be high at low
frequencies for proper regulation and low at high frequencies for adequate noise
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rejection. The example system base switching frequency is 100 kHz (6.28× 105

rad/s). As the small signal model breaks down above half of the switching
frequency, the loop gain at any frequency above 50 kHz (3.14 × 105 rad/s)
should be less than 0 dB. Indeed, there should be a design margin left between
this frequency and the gain crossover frequency. A gain margin of at least 20
dB and a phase margin of at least 50◦ will be sought to ensure stability.

9.6.3 Control E�ort Constraints

The �uk converter nominal duty cycle is related to the steady-state gain of the
converter G by Equation 9.4. Neglecting circuit losses, Equation 9.4 may be
rearranged to calculate the duty cycle as a function of the output operating
point and input voltages, vo and vg:

Ds =
vo

vo + vg
(9.7)

Therefore, the nominal duty cycle at the operating point of 24 V for an input
of 12 V is determined to be 0.667. However, the purpose of controller design is
to ensure the output voltage remains within 1% of 24 V despite disturbances in
the input voltage. Since a deviation model is used, the di�erence between the
nominal operating duty cycle and the duty cycle required to keep the output at
exactly 24 V may be approximated, and this is shown in Figure 9.7.
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Figure 9.7: The small-signal duty cycle required over the full input voltage range
to maintain nominal output voltage.

It is this change in duty cycle that the controller must provide, as the de-
viation in duty cycle is the small-signal control input of the �uk converter.
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Thus, it can be predicted from Equation 9.7 or Figure 9.7 that the the con-
troller must change the duty cycle by -0.018 to maintain the output at 24 V for
a step disturbance input on vg from the nominal 12 V to 13 V. This value of
-0.018 will be used to verify the correct steady-state control e�ort in controller
design. (Note that Equation 9.7 does not account for any voltage losses within
the circuit, so the duty cycle will actually be slightly higher from the calculated
value when any resistances are included in the circuit.) The duty cycle is limited
to 0 ≤ Ds ≤ 1, therefore if the control e�ort plus the nominal value of 0.667
exceeds these limiting values, the compensator design is not acceptable. This
leads to hard limits on the small-signal control e�ort of [−0.667, 0.333], though
the inclusion of a design margin to these limits may be desirable. It is up to
the individual designer to choose constraints on the control e�ort, however it is
generally best to allow the use of as much of the control e�ort range as possible.
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9.7 MATLAB Code

1 % SSA Model of Minimum−Phase Cuk Converter
2

3 % Define physical inputs
4 clear
5 close all
6

7 Vg = 12;
8 Vo = 24;
9 r = 28;

10 c1 = 2*10^−6;
11 c2 = 2*10^−5;
12 d = Vo/(Vg+Vo);
13 l1 = 5*10^−4;
14 r1 = 0.01;
15 l2 = 7.5*10^−3;
16 r2 = 0.01;
17 m = −1.5*10^−3;
18

19 % Calculate state variables for each switch position
20 s2 = l1*l2−m^2;
21 A1 = [−1/(r*c2) 0 1/c2 0;
22 0 0 −1/c1 0;
23 −l1/s2 l1/s2 −l1*r2/s2 m*r1/s2;
24 m/s2 −m/s2 m*r2/s2 −l2*r1/s2];
25 B1= [0; 0; −m/s2; l2/s2];
26 B2 = B1;
27 A2 = [−1/(r*c2) 0 1/c2 0;
28 0 0 0 1/c1;
29 −l1/s2 m/s2 −l1*r2/s2 m*r1/s2;
30 m/s2 −l2/s2 m*r2/s2 −l2*r1/s2];
31 C1 = [1 0 0 0];
32 C2 = C1;
33 D = 0;
34

35 % Calculate combined state variables given duty cycle d
36 d1 = 1−d;
37 A = d*A1+d1*A2;
38 B = d*B1+d1*B2;
39 C = d*C1+d1*C2;
40

41 % Calculate B matrix for control input − Bd
42 X = −A^−1*B*Vg;
43 Bd = (A1−A2)*X;
44

45 % Define the state space model from vg to vo
46 SYS = ss(A,B,C,D);
47

48 % Define the state space model from d to vo
49 SYSd = ss(A,Bd,C,D);
50

51 % Unit step response from disturbance input vg to vo
52 figure;
53 [y t] = step(SYS,0.03);
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54 plot(t, Vo+y);
55 xlabel('Time (s)');
56 ylabel('Amplitude (V)');
57 grid on
58

59 % Pole−zero map from d to vo
60 figure;
61 pzmap(SYSd);
62 h = gcr;
63 h.AxesGrid.TitleStyle.FontSize = 10;
64 h.AxesGrid.XLabelStyle.FontSize = 10;
65 h.AxesGrid.YLabelStyle.FontSize = 10;
66 grid on
67

68 % Open−loop Bode Plot from d to vo
69 figure;
70 margin(SYSd);
71 h = gcr;
72 h.AxesGrid.Xunits = 'Hz';
73 h.AxesGrid.TitleStyle.FontSize = 10;
74 h.AxesGrid.XLabelStyle.FontSize = 10;
75 h.AxesGrid.YLabelStyle.FontSize = 10;
76

77 clear A1 A2 B1 B2 C1 C2% X s2 r c1 c2 l1 l2 m d1

1 % Duty Cycle vs. Vg for Cuk Converter
2

3 % Define the plant using an external file
4 cuk_parameters;
5

6 % Define the range of input voltage to sweep
7 vg = 9:0.01:14;
8

9 d_new = Vo./(vg + Vo);
10 ∆_d = d_new−d;
11

12 % Plot change in duty cycle as vg is swept to keep Vo at 24 V
13 figure;
14 plot(vg, ∆_d);
15 xlabel('Input Voltage (V)');
16 ylabel('\Delta Duty Cycle');
17 axis([9 14 −0.04 0.08]);
18 grid on
19

20 % Plot duty cycle as vg is swept to keep Vo at 24 V
21 figure;
22 plot(vg, d_new);
23 xlabel('Input Voltage (V)');
24 ylabel('Duty Cycle');
25 axis([9 14 0.62 0.74]);
26 grid on
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Chapter 10

Pole Placement

For a system that is completely controllable and where all the states are acces-
sible, feedback of all of the states through a gain matrix can be used to place
the poles at any desired location in the complex plane. The control law used
for state feedback is:

u = −Kx (10.1)

which uses the matrix K to place the poles of the system at desired locations [1].
This type of compensator is said to employ full state feedback (FSFB). A FSFB
regulator is shown in Figure 10.1.

Figure 10.1: State feedback regulation.

189



190 CHAPTER 10. POLE PLACEMENT

10.1 Pole Placement via Ackermann's Formula

Ackermann's formula may be used with single-input, single-output (SISO) sys-
tems like the �uk converter. Ackermann's formula is:

K =
[

0 0 . . . 1
]
M−1
c (An + α1A

n−1 + . . .+ αn−1A+ αnI) (10.2)

This method of determining K may be used with the system in any representa-
tion. It is this method of pole placement that is used in the designs of the state
feedback controllers that follow.

10.2 �uk Converter with State Feedback Com-
pensator

One problem with pole placement is how to go about selecting desirable pole
locations. Two main methods of design are commonly followed [2]:

� Select pole locations such that a dominant complex pole pair exists. This
technique is generally used when designing tracking systems, for which
the transient time domain requirements (e.g., rise time, overshoot, settling
time, etc.) are able to be recast into desired dominant pole locations.

� Select pole locations that have been determined to give a prototype time-
domain response, e.g., �lter pole locations.

The latter method is used in this chapter for pole placement with full state
feedback control.

Graham and Lathrop [3] discuss assigning the system poles of higher-order
systems to prototype locations that minimizes a performance index (or cost
function) known as the integral of the time-weighted absolute error (ITAE) to
an input signal:

JITAE =

∫ ∞
0

t |e(t)| dt (10.3)

By placing poles in an ITAE �lter pattern to minimize JITAE , the designer
achieves a response that is optimized with respect to deviation from setpoint
(provided by the absolute error) and settling time (errors that occur later in the
time history contribute more to the JITAE cost). Since the goal of the control
system designer is to regulate the �uk converter output voltage with respect
to input voltage disturbances, JITAE provides a scalar �gure of merit by which
to judge controller performance. For regulator problems, the desired output is
rejection of disturbance deviations from the nominal operating point. The error
between the desired output and the plant output is de�ned as e(t) = r(t)− y(t).
Since r(t) = 0 for all time t in a regulator problem, the error e(t) is simply
−y(t).
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The frequency-normalized pole locations for minimum ITAE response are
given in Table 10.1 up through order �ve (so that a full-order state feedback
controller with an integrator may be applied to the �uk converter), where ω
is a multiplier that multiplies each pole location in the array of poles listed
to convert from frequency-normalized pole locations to desired pole locations1.
The frequency multiplier ω moves the poles outward along radii extending from
the origin of the complex plane since it multiplies each real and complex value
in a given pole by the same amount, increasing the natural frequency of each
pole. The control system designer must determine the value of ω that places
the poles in such a way as to achieve the desired time domain response. A com-
puter program (e.g., MATLAB from The Mathworks with the Control Systems
Toolbox) can be used to iteratively design and test state feedback controllers
over a range of values for the scalar multiplier frequency ω using a simple search
algorithm. where all pole values are in rad/s. By using the steady state error

Table 10.1: Frequency-Normalized Pole Locations for ITAE Response

Order Factored Pole Locations with Multiplier
1 ω[−1]
2 ω[−0.7071± j0.7071]
3 ω[−0.7081,−0.521± j1.068]
4 ω[−0.424± j1.263,−0.626± j0.4141]
5 ω[−0.8955,−0.3764± j1.292,−0.5758± j0.5339]

as a measurement metric for each iteration during the design, m can be cho-
sen that produces a steady state error within the performance speci�cation of
1%. Figure 10.2 shows a plot of steady-state error vs. ω, and this �gure was
used to select a value of ω that corresponded to 0.24 V (1% voltage regulation).
Initially, a wide range of frequencies was selected with a large increment, then
the range and the increment were made smaller in order to narrow in on the
�rst frequency with less than 0.24 V of steady state error, which occurs at ω
= 10115. This prevents moving the poles farther into the left half of the com-
plex plane than necessary to achieve the desired performance. Moving poles
too far results in increases in control e�ort that may see the control e�ort hit
a saturation limit in actual systems, e.g., if the duty cycle were to try to go
below 0 or above 1, it could not. The unit step disturbance response of the
system with a full state feedback controller designed in this manner is shown in
Figure 10.3. Note that there is no more than 0.24 V of maximum error to the 1
V step disturbance in input voltage, indicating that the disturbance is rejected
to within the performance speci�cations. The amplitude and settling time of
the transient meet design speci�cations, so this controller has very desirable
time-domain response characteristics. The loop gain of the regulated system is

1Frequency-normalization in this case refers to the fact that the minimum natural frequency
given by the pole locations for any of the nth-order set of poles listed (without the frequency
multiplier ω) is equal to 1 rad/s
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Figure 10.2: Maximum absolute error of unit step disturbance as frequency
multiplier is swept.
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Figure 10.3: Response to unit step disturbance of input voltage.
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shown in Figure 10.4, where the loop is broken at the large X shown on the
control input d in Figure 10.5.
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Figure 10.4: Loop gain with the full state feedback controller.

Figure 10.5: The full state feedback controller applied to the �uk converter.
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MATLAB calculations give the gain margin as ∞ and a phase margin of
66.7◦, which are very desirable frequency-domain response characteristics.

Finally, the control e�ort of the design should be examined. Once again, the
control input to the �uk converter is the change in duty cycle d used to turn
on and o� Q1. The control e�ort is plotted in Figure 10.6, and it can be seen
that the e�ort is not approaching the limits assigned to d.
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Figure 10.6: Control e�ort with the full state feedback controller.

It can also be seen that the steady-state deviation control e�ort is approxi-
mately -0.0163, which corresponds roughly to calculations using Equation 9.7.
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10.3 MATLAB Code

1 % Full State Feedback Compensator
2

3 % Define the plant using an external file
4 cuk_parameters;
5

6 % Define ITAE normalized pole positions
7 ITAE_4 = [−0.4240+1.2360i, −0.4240−1.2360i, ...
8 −0.6260+0.4141i, −0.6260−0.4141i];
9

10 % Sweep scaling multiplier and find first multiplier that gives ...
max abs error

11 % ≤ 0.24 V
12 w0 = [10000:1:10200];
13 w0_length = length(w0);
14 maxerr = zeros(size(w0));
15

16 wb = waitbar(0,'Sweeping ITAE Filter Scaling Multiplier...');
17

18 for index = 1:length(w0);
19 P = w0(index) * ITAE_4;
20 k = place(A,Bd,P);
21 Abar = [A−Bd*k];
22 SYS1 = ss(Abar,B,C,D);
23 [y t] = step(SYS1,0.003);
24 maxerr(index) = max(abs(y));
25 waitbar(index/w0_length, wb)
26 end
27 close(wb);
28

29 % Plot the maximum absolute error as a function of the frequency ...
multiplier

30 figure;
31 h = plot(w0,maxerr);
32 xlabel('Frequency Multiplier \omega');
33 ylabel('Maximum Absolute Error (V)');
34 grid on
35

36 % Determine vector of scaling values that results in max abs ...
error ≤ 0.24 V

37 z = find(maxerr≤0.24);
38 % Select first element in that vector to use as scaling function
39 w = w0(z(1,1));
40 sprintf('ITAE pole scaling multiplier selected, FSFB: %4.0f',w)
41

42 % Use first scaling frequency with steady state error ≤ 0.24 to ...
scale the

43 % ITAE filter pole positions
44 P = w * ITAE_4;
45 k = place(A,Bd,P);
46 Abar = [A−Bd*k];
47 SYS_FSFB = ss(Abar,B,C,D);
48

49 % Plot closed−loop system response to a unit step disturbance input
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50 [y t x] = step(SYS_FSFB,0.002);
51 figure;
52 plot(t, Vo+y);
53 xlabel('Time (s)');
54 ylabel('Amplitude (V)');
55 grid on
56

57 % System Loop Gain Plot
58 figure;
59 margin(A, Bd, k, 0);
60 h = gcr;
61 h.AxesGrid.TitleStyle.FontSize = 10;
62 h.AxesGrid.XLabelStyle.FontSize = 10;
63 h.AxesGrid.YLabelStyle.FontSize = 10;
64

65 % Control Effort Plot
66 figure;
67 plot(t, −k*x'+d);
68 xlabel('Time (s)');
69 ylabel('Duty Cycle');
70 grid on
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Chapter 11

Integral Action

The previous state feedback design for the �uk converter resulted in a maximum
error of 0.24 V of due to the 1 V disturbance in input voltage, which is just within
design speci�cations. The steady state error was 0.22 V. Additional gain could
reduce this error, though it could never be eliminated, as the �uk converter is
a type 0 system, which means that there will always be some �nite steady-state
error to a unit step disturbance or setpoint change, even in a controlled system,
no matter how high the gain. However, it is desirable to eliminate steady-state
error to the unit step entirely if possible. The only way to do this is to have
the controller raise the type number1. Full state feedback does not introduce
an integrator into the closed loop, therefore does not change the type number.

11.1 Adding Integrators

In order to eliminate any steady-state o�set that may occur, an integrating
controller may be added to the controlled system. Integral control is a method
of output feedback, as shown in Figure 11.1.

1The concept of type number goes hand-in-hand with the internal model principle, which
states that a loop must contain a transfer function that has a model of the signal it is trying
to reject. For example, if trying to reject a unit step 1

s
, at least one transfer function in the

loop must contain 1
s
.
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Figure 11.1: Generic system controlled with a FSFB regulator and output inte-
gral feedback.

The integrating controller integrates the error between any reference signal
and the output e(t) = r(t)− y(t) and adds it to the state feedback control e�ort
to eliminate steady-state error. The equation for the integrator is xi =

∫
edt,

or ẋi = e. Since each row in the state space representation is a �rst-order linear
di�erential equation, and the integrator adds one new di�erential equation to
the system ẋi = −y = −Cx, one new state xi must be added to the state vector
to raise the �uk system from type 0 to type 1. The augmented state vector is
[x xi]

′ and the new state space quadruple is:

A =

[
A 0

−C 0

]
(11.1)

B =
[
B 0

]′
C =

[
C 0

]
D = 0

The control law for this augmented system is u = −kx − kixi. From the
above modi�cations, the desired poles (with an added desired closed-loop pole
location to account for the pole associated with the integrator) can be used to
determine the state feedback gain, which has the structure K = [k ki].
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11.2 �uk Converter with State Feedback and In-
tegral Compensator

The augmented controlled system of the �uk converter is shown in Figure 11.2.
This control method is described as full state feedback with an integrator
(FSFBI).

Figure 11.2: System controlled with a FSFBI regulator.

The state quadruple for the system augmented with the new state and con-
trolled with the new control law may be derived from the block diagram.

ẋ = (A−Bdk)x−Bdkixi +Bvg (11.2)

vo = Cx

along with the augmented closed-loop state space matrices

Ā =

[
A−Bdk −Bdki
−C 0

]
(11.3)

B̄ =
[
B 0

]′
C̄ =

[
C 0

]
D̄ = [D]

The controlled system then becomes:

ẋ = Āx+ B̄vg (11.4)

vo = C̄x
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A frequency-sweep search technique similar to that used for the FSFB con-
troller was used to determine the pole placement for the system augmented
with an integrator, and the results are shown in Figure 11.3. The frequency
multiplier was swept and the �rst frequency multiplier value with a maximum
absolute error determined to occur at ω = 7536.
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Figure 11.3: ITAE pole frequency multiplier determination.

The step disturbance transient is shown in Figure 11.4.
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Figure 11.4: Unit step disturbance response of system with FSFBI controller.

The loop gain of the controlled system may be seen in Figure 11.5, where
the loop is broken at the large X shown on the control input d in Figure 11.2.
MATLAB calculations give the gain margin as ∞ and a phase margin of 77.5◦.
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Figure 11.5: Loop gain of �uk converter controlled by FSFBI.

Figure 11.6 shows the change in duty cycle e�ected by the FSFBI controller
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to control the �uk converter. Note that the �nal value of the control e�ort
is -0.018. This is the approximate change in duty cycle that is necessary to
completely reject the unit step disturbance in vg as shown in Figure 9.7.
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Figure 11.6: Control e�ort of FSFBI compensator.

From this point forward in this paper, all of the example compensator de-
signs will include an integrator term to completely reject the e�ects of the step
disturbance in vg, and though sometimes not explicitly stated in the compen-
sator name, terms related to the integrator will appear in the state equations
as well as the block diagrams relating to control of the �uk converter.
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11.3 MATLAB Code

1 % Full State Feedback Compensator with Integration
2

3 % Define the plant using an external file
4 cuk_parameters;
5

6 % Define ITAE normalized pole positions
7 ITAE_5 = [−0.8955, −0.3764+1.2920i, −0.3764−1.2920i,...
8 −0.5758+0.5339i, −0.5758−0.5339i];
9

10 % Sweep scaling multiplier and find first multiplier that gives ...
max error

11 % ≤ 0.24 V
12 w0 = [7500:1:7600];
13 w0_length = length(w0);
14 maxerr = zeros(size(w0));
15

16 wb = waitbar(0,'Sweeping ITAE Filter Scaling Multiplier...');
17

18 for index = 1:length(w0);
19 P = w0(index) * ITAE_5;
20 A_prime = [A zeros(size(B));C zeros(size(D))];
21 Bd_prime = [Bd; 0];
22 K = place(A_prime,Bd_prime,P);
23 k = K(1:4);
24 ki = K(end);
25 Abar = [A−Bd*k, −Bd*ki; C, 0];
26 Bbar = [B; 0];
27 Cbar = [C 0];
28 SYS1 = ss(Abar,Bbar,Cbar,D);
29 [y t] = step(SYS1,0.005);
30 maxerr(index) = max(abs(y));
31 waitbar(index/w0_length, wb)
32 end
33

34 close(wb);
35

36 % Plot the maximum absolute error as a function of the frequency ...
multiplier

37 figure;
38 h = plot(w0,maxerr);
39 xlabel('Frequency Multiplier \omega');
40 ylabel('Maximum Absolute Error (V)');
41 grid on
42

43 % Determine vector of scaling values that results in max error ≤ ...
0.24 V

44 z = find(maxerr≤0.24);
45 % Select first element in that vector to use as scaling multiplier
46 w = w0(z(1,1));
47 sprintf('ITAE pole scaling multiplier selected, FSFBI: %4.0f',w)
48

49 % Scale the ITAE filter pole positions
50 P = w * ITAE_5;
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51 A_prime = [A zeros(size(B));−C zeros(size(D))];
52 Bd_prime = [Bd; 0];
53 K = place(A_prime,Bd_prime,P);
54 k = K(1:4);
55 ki = K(end);
56

57 Abar = [A−Bd*k, −Bd*ki; −C, 0];
58 Bbar = [B; 0];
59 Cbar = [C 0];
60 SYS_FSFBI = ss(Abar,Bbar,Cbar,D);
61

62 % Plot closed−loop system response to a unit step disturbance input
63 [y t x] = step(SYS_FSFBI,0.002);
64 figure;
65 plot(t, Vo+y);
66 xlabel('Time (s)');
67 ylabel('Amplitude (V)');
68 grid on
69

70 % System Loop Gain Plot
71 figure;
72 margin(A_prime, Bd_prime, K, 0);
73 h = gcr;
74 h.AxesGrid.TitleStyle.FontSize = 10;
75 h.AxesGrid.XLabelStyle.FontSize = 10;
76 h.AxesGrid.YLabelStyle.FontSize = 10;
77

78 % Control Effort Plot
79 figure;
80 plot(t, −K*x'+d);
81 xlabel('Time (s)');
82 ylabel('Duty Cycle');
83 grid on



Chapter 12

State Estimation

Since an n-th order system requires n states be fed back to the gain matrix K
to allow pole placement anywhere in the complex plane, this requires at least
n measurements of the state variables. This can be prohibitively expensive or
complex. In some cases, the internal system states may not even be measurable.
In general, only the input and output of a system are available to the control
system designer. However, if the system is fully observable, a state estimator
(also known as an observer) may be used to provide estimated state values for
use in feedback control. The use of an observer requires that the state estimates
converge to the actual state values (if starting from di�erent initial states) more
rapidly than the system itself responds. The control law used is then:

u = −Kx̂ (12.1)

where x̂ indicates that the states fed back into the system are estimates.
In order to quickly force the state estimate to converge to the actual values

of the state from arbitrary initial conditions, a correction term must be applied
to the estimator dynamics such that the error dynamics approach zero rapidly.

12.1 Full-Order State Estimators

A state estimator may be constructed from the same system state space model
used for control law gain determination as long as the system is fully observable.
The output of the estimator Cx̂ can be compared to the output of the system,
and any di�erence between them may be multiplied by a gain vector and fed
back to the state estimator dynamics. Therefore:

e = y − Cx̂ (12.2)

= C(x− x̂)

207
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Multiplying this error by a gain vector L, the desired state error correction term
is formed, which can then be added to the dynamics of the estimator to form:

˙̂x = Ax̂+Bu− LC(x− x̂) (12.3)

= (A− LC)x̂+Bu+ LCx

When L is chosen such that the eigenvalues of A−LC lie in the left half of the
complex plane, the estimator error e → 0 as t → ∞. Since the state estimate
must converge to the controlled state faster than the state itself can change, the
eigenvalues of A− LC should be placed farther to the left than the eigenvalues
of A − BK. A good rule of thumb is to make the estimator dynamics at least
twice as fast as the controlled system dynamics.

To form an output feedback compensator based on an estimator, the sepa-
ration principle of controller design holds, which states that the controller gain
K and the observer gain L can be found independently. The proof of this is in
many other references (e.g., [1]), so it shall not be repeated here, but application
shall be made of the principle in the design examples to follow.

When paired with the linear state feedback control law, the estimator-based
compensator is formed. For the case of state feedback without an integral state
added, the compensator is given by:

˙̂x = (A−BK − LC)x̂+ Ly (12.4)

u = −Kx̂

Where the state of the system has been augmented by an integrator state, the
compensator is given by:[

˙̂x
ẋi

]
=

[
A−Bk − LC −Bki

0 0

] [
x̂
xi

]
+

[
L
−1

]
y (12.5)

u =
[
−k −ki

] [ x̂
xi

]

12.2 Full-Order Estimator-Based Compensator

The block diagram for the �uk converter controlled with a full-order state esti-
mator with linear control law and integral action is shown in Figure 12.1, and
was used to derive the following closed-loop state equations:

ẋ = Ax−Bdkx̂−Bdkixi +Bvg (12.6)

ẋi = −Cx
˙̂x = LCx−Bdkixi + (A−Bdk − LC) x̂

vo = Cx
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and the associated state space matrices:

Ā =

 A −Bdki −Bdk
−C 0 0
LC −Bdki A−Bdk − LC

 (12.7)

B̄ =
[
B 0 0

]′
C̄ =

[
C 0 0

]
D̄ = [D]

Figure 12.1: An estimated state feedback compensator with integral action.

The step disturbance transient is shown in Figure 12.2. There is more os-
cillatory behavior in the initial part of the transient response compared to the
response under FSFBI control. This is likely caused by the initial estimation of
states and their convergence to the actual state values. Comparison of the set-
tling times shows that they are approximately the same, and the only transient
di�erences occur early in the transient.
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Figure 12.2: Unit step disturbance response of �uk converter with ESFBI com-
pensator.

The loop gain of the controlled system may be seen in Figure 12.3, where
the loop is broken at the large X shown on the control input d in Figure 12.1.
MATLAB calculations give the gain margin as 5.97 dB and a phase margin
of 26.3◦. These are signi�cantly lower than the stability margins of previous
controllers designed, and these clearly do not meet the design speci�cations.
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Figure 12.3: Loop gain of �uk converter controlled by ESFBI compensator.

Figure 12.4 shows the control e�ort of the ESFBI controller.
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Figure 12.4: Control e�ort of ESFBI compensator.

Since the �uk converter has four states, the observer itself will be a fourth-
order system. Along with the integral state, the compensator becomes a �fth-
order system. When evaluating desired observer pole locations, keep in mind
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that the poles of the observer must be placed to the left of the poles of the com-
pensated plant by a large margin to ensure that the state estimator dynamics
are faster than those of the plant. Similarly to the use of �fth-order ITAE pole
locations for the plant under state feedback, fourth-order ITAE pole locations
may be used to place the poles of the observer. However, examination of the
frequency-normalized �fth-order and fourth-order ITAE pole locations from Ta-
ble 10.1 shows that the �fth-order poles have a minimum pole frequency greater
than the maximum pole frequency of the fourth-order poles. Thus, if the de-
signer intends to place the all of the fourth-order ITAE observer poles to the
left of the �fth-order ITAE pole locations selected using ω by at least a factor
of n, the designer must scale the fourth-order pole locations such that the low-
est pole frequency of the fourth-order system must be �rst moved out to the
largest pole frequency of the �fth-order system. This can be done by multiply-
ing the fourth-order frequency-normalized poles by the ratio of the maximum
pole frequency of the �fth-order poles to the minimum pole frequency of the
fourth-order poles. The resulting fourth-order pole locations can then each be
multiplied by n to move them radially by a factor of n farther into the left half
of the complex plane than the �fth-order normalized pole locations, then they
can be multiplied by the value of ω used to select the desired �fth-order pole
locations. Thus, the desired fourth-order pole locations have been deteremined.

12.3 Reduced-Order State Estimators

If some of the states appear directly in the output as a function of the measure-
ment equation (i.e., are not a linear combination of other states), those states do
not need to be estimated. Hence, a reduced-order estimator may be constructed
that only estimates the unmeasured states.

If C is a full rank matrix, a nonsingular linear transformation matrix can be
formed by choosing a matrix T of dimension (n− r) x n and forming:

P =

[
C
T

]
(12.8)

The matrix T may be any arbitrary matrix that produces a nonsingular P
matrix, as P must be invertible.

Applying the standard linear transformation x = Px with Equation (12.8)
puts the system into an equivalent representation where C is of the form:[

Ir 0
]

(12.9)

(I is a square identity matrix with dimension r x r, r < n). It can be assumed
that this representation exists without loss of generality since it is the result of
a linear transformation.

The system and feedback gain matrix can now be partitioned into measured
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and unmeasured portions:[
ẋm
ẋu

]
=

[
A11 A12

A21 A22

] [
xm
xu

]
+

[
B1

B2

]
u (12.10)

y = xm

K = [km ku]

Since xm corresponds to the states that appear in the output of the measurement
equation, xu represents the remaining unmeasured states. As xm is present in
the output, these states do not require estimation. This means that a reduced-
order state estimator can be constructed that allows the estimation of xu in
such a manner that all states (either measured or estimated) are available for
feedback via a linear control law:

u = −kmxm − kux̂u (12.11)

In order to ensure that the reduced-order observer dynamics converge to the
true state values of x, the error dynamics must converge to zero. A full-order
observer uses a correction term to perform this, which is a gain matrix that
multiplies the error between plant output and observer output. Unfortunately,
since only the xm states appear in the plant output, using the plant output
contributes no information about the unmeasured states to the estimator and
therefore has no dynamic e�ect on the estimate x̂u. However, a variable change
can be performed:

x̂u = Ly + z (12.12)

where z is the output of a system of order r < n:

ż = Ez + Fy +Gu (12.13)

with E, F , and G and the observer gain L yet to be determined.
Since observer design is concerned with elimination of the error between the

actual state and its estimate, the estimation error can be de�ned as eu = xu−x̂u
and the error dynamics will converge to zero if x̂u → xu.

Using the partitioned format of xu from Equation 12.10 along with x̂u de-
termined from the block diagram in Figure 12.5, it can be shown that:

˙̂xu = L(A11xm +A12xu +B1u) + E(x̂u − Lxm) + Fxm +Gu(12.14)

ẋu = A21xm +A22xu +B2u
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Figure 12.5: Reduced-order estimator construction.

Adding zero to the right side of ˙̂xu in the form of Exu − Exu:

˙̂xu = (LA11 − EL+ F )xm + (LA12 + E)xu . . . (12.15)

+(LB1 +G)u+ E(xu − x̂u)

This gives the following equation for the estimator error dynamics when substi-
tuted into the time derivative of the unmeasured error ėu = ẋu − ˙̂xu:

ėu = (A21 − LA11 + EL− F )xm + (A22 − LA12 − E)xu . . . (12.16)

+(B2 − LB1 −G)u+ Eeu

In order for the estimator error dynamics to be independent of the state x,
plant output y, and the input u, the �rst three terms on the right side of
Equation 12.16 must be zero. This is accomplished by selecting:

E = A22 − LA12 (12.17)

F = A21 − LA11 + EL

G = B2 − LB1

This leaves ėu = Eeu, which converges to zero when E is an asymptotically
stable matrix. Thus, the error dynamics die out, leaving an estimate that equals
the state. This means that L must be selected such that A22 − LA12 → 0 as
t → ∞, i.e., the poles of E must lie in the left half of the complex plant. As
with the full-order observer, the reduced-order observer poles should be placed
such that the estimator dynamics are much more rapid than the controlled plant
dynamics.
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When paired with the properly-partitioned linear state feedback control law,
the reduced-order estimator-based compensator is formed. For the case of state
feedback without an integral state added, the reduced-order compensator is
given by:

ż = (E −Gku)z + (F −GkuL−Gkm)y (12.18)

u = −kuz + (−kuL− km)y

Where the state of the system has been augmented by an integrator state, the
reduced-order compensator is given by:[

ż
ẋi

]
=

[
E −Gku −Gki

0 0

] [
z
xi

]
+

[
F −GkuL−Gkm

−1

]
y (12.19)

u =
[
−ku −ki

] [ z
xi

]
+ (−kuL− km)y

12.4 Reduced-Order Estimator-Based Compen-
sator

For the �uk converter model, matrix C is of the form C =
[
I 0

]
therefore

v2 is a measured state, and the unmeasured states are v1, i2, and i1. This means
that a reduced order observer may be designed that estimates only the three
unmeasured states. The block model for a system controlled by a compensator
made of a reduced-order estimator and a linear state feedback law is shown in
Figure 12.6, and was used to derive the following state equations:

ẋ = (A−BdkuLC −BdkmC)x−Bdkixi −Bdkuz +Bvg (12.20)

ẋi = −Cx
ż = (FC −GkmC −GkuLC)x−Gkixi + (D −Gku) z

vo = Cx

from which were determined the matrices:

Ā =

 A−BdkmC −BdkuLC −Bdki −Bdku
−C 0 0

FC −GkmC −GkuLC −Gki E −Gku

 (12.21)

B̄ =
[
B 0 0

]′
C̄ =

[
C 0 0

]
D̄ = [D]

where

E = A22 − LA12 (12.22)

F = EL+A21 − LA11

G = Bd2
− LBd1
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Figure 12.6: A state feedback regulator with integral action based on a reduced-
order estimator.

To determine estimator pole placement, the same type of iterative algorithm
used for the full-order observer was implemented. The reduced-order observer
poles were placed to have faster dynamics than the poles of the controlled sys-
tem.

The step disturbance transient is shown in Figure 12.7.
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Figure 12.7: Unit step disturbance response of �uk converter with ROESFBI
compensator.

The loop gain of the controlled system may be seen in Figure 12.8, where
the loop is broken at the large X shown on the control input d in Figure 12.6.
MATLAB calculations give the gain margin as −24.9 dB and a phase margin of
36.5◦. These clearly do not meet the design speci�cations, and uncertainty in
the system model may make the controlled system unstable.
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12.5 MATLAB Code

1 % Estimated State Feedback Compensator with Integration
2

3 % Define the plant using an external file
4 cuk_parameters;
5

6 % Define ITAE normalized pole positions
7 ITAE_5 = [−0.8955, −0.3764+1.2920i, −0.3764−1.2920i,...
8 −0.5758+0.5339i, −0.5758−0.5339i];
9 ITAE_4 = [−0.4240+1.2360i, −0.4240−1.2360i, ...

10 −0.6260+0.4141i, −0.6260−0.4141i];
11

12 % Find the ratio of the maximum natural frequency of a normalized
13 % fifth−order ITAE filter to the minimum natural frequency of a
14 % normalized fourth−order ITAE filter.
15

16 ra54 = max(abs(ITAE_5))/min(abs(ITAE_4));
17

18 % Define the desired ratio of the minimum natural frequency of the
19 % estimator poles to the maximum natural frequency of the ...

controller poles
20 rra = 3;
21

22 % Sweep scaling multiplier and find first multiplier that gives ...
max error

23 % ≤ 0.24 V
24 w0 = [5400:1:5600];
25 w0_length = length(w0);
26 err_ITAE = zeros(size(w0));
27

28 wb = waitbar(0,'Sweeping ITAE Filter Scaling Multiplier...');
29 for index = 1:length(w0);
30 % Sweep frequency to scale the ITAE filter pole positions for
31 % the controller
32 Pk = w0(index) * ITAE_5;
33

34 % Set the minimum natural frequency of the ITAE filter pole ...
positions

35 % for the estimator to a multiple of the maximum natural ...
frequency of

36 % the controller poles to make the estimator converge faster ...
than the

37 % controller responds
38

39 Pl = rra * ra54 * w0(index) * ITAE_4;
40 A_prime = [A zeros(size(B));−C zeros(size(D))];
41 Bd_prime = [Bd; 0];
42 C_prime = [C 0];
43 K = place(A_prime,Bd_prime,Pk);
44 k = K(1:4);
45 ki = K(end);
46 L = place(A', C', Pl)';
47 Abar = [A, −Bd*ki, −Bd*k;
48 −C, 0, zeros(1,length(A));



220 CHAPTER 12. STATE ESTIMATION

49 L*C, −Bd*ki, A−Bd*k−L*C];
50 Bbar = [B; 0; zeros(4,1)];
51 Cbar = [C 0 zeros(size(C))];
52 SYS_ESFBI = ss(Abar,Bbar,Cbar,D);
53 [y t] = step(SYS_ESFBI,0.003);
54 maxerr(index) = max(abs(y));
55 waitbar(index/w0_length, wb)
56 end
57 close(wb);
58

59 % Plot the maximum absolute error as a function of the frequency ...
multiplier

60 figure;
61 plot(w0,maxerr);
62 axis tight
63 xlabel('Scalar Multiplier \omega');
64 ylabel('Maximum Error (V)');
65 grid on
66

67 % Determine vector of scaling values that results in max error ≤ ...
0.24 V

68 z = find(maxerr≤0.24);
69 % Select first element in that vector to use as scaling multiplier
70 w = w0(z(1,1));
71 sprintf('ITAE pole scaling multiplier selected, ESFBI: %4.0f',w)
72

73 % Use frequency of minimum ITAE to scale the ITAE filter pole ...
positions for

74 % the controller
75 Pk = w * ITAE_5;
76

77 % Set the minimum natural frequency of the ITAE filter pole ...
positions for

78 % the estimator to a multiplier of the maximum natural frequency ...
of the

79 % controller poles to make the estimator converge faster than the
80 % controller responds
81

82 Pl = rra * ra54 * w * ITAE_4;
83 A_prime = [A zeros(size(B));−C zeros(size(D))];
84 Bd_prime = [Bd; 0];
85 C_prime = [C 0];
86 K = place(A_prime,Bd_prime,Pk);
87 k = K(1:4);
88 ki = K(end);
89 L = place(A', C', Pl)';
90 Abar = [A, −Bd*ki, −Bd*k;
91 −C, 0, zeros(1,length(A));
92 L*C, −Bd*ki, A−Bd*k−L*C];
93 Bbar = [B; 0; zeros(4,1)];
94 Cbar = [C 0 zeros(size(C))];
95 SYS_ESFBI = ss(Abar,Bbar,Cbar,D);
96

97 % Plot controller poles and observer poles
98 figure;
99 plot(Pk,'bx')

100 hold on
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101 plot(Pl,'r+')
102 hold off
103 legend('Controller poles','Observer poles')
104 xlabel('Real')
105 ylabel('Imaginary')
106 grid on
107

108 % Plot closed−loop system response to a unit step disturbance input
109 [y t x] = step(SYS_ESFBI,0.002);
110 figure;
111 h = plot(t, Vo+y);
112 xlabel('Time (s)');
113 ylabel('Amplitude (V)');
114 grid on
115

116 figure;
117 plot(t, x);
118 xlabel('Time (s)');
119 ylabel('States');
120 grid on
121 legend('v_2','v_1','i_2','i_1','x_i','v_{2e}','v_{1e}', ...
122 'i_{2e}','i_{1e}','Location','SouthEast');
123

124 % System Loop Gain Plot
125 A1 = [A, zeros(4,1), zeros(4,4);
126 −C, 0, zeros(1,4);
127 L*C, −Bd*ki, A−Bd*k−L*C];
128 Bd1 = [Bd;0;zeros(4,1)];
129 C1 = [zeros(1,4), ki, k];
130 D1 = 0;
131 sys1 = ss(A1,Bd1,C1,D1);
132 figure(5);
133 margin(sys1)
134 h = gcr;
135 h.AxesGrid.Xunits = 'Hz';
136 h.AxesGrid.TitleStyle.FontSize = 10;
137 h.AxesGrid.XLabelStyle.FontSize = 10;
138 h.AxesGrid.YLabelStyle.FontSize = 10;
139

140 % Control Effort Plot
141 figure;
142 h = plot(t, −[zeros(1,4), ki, k]*x'+d);
143 xlabel('Time (s)');
144 ylabel('Duty Cycle');
145 grid on

1 % Reduced−Order Estimated State Feedback Compensator with ...
Integration

2

3 % Define the system using an external file
4 cuk_parameters;
5

6 % Partition the matrices for reduced−order estimator design
7 A11 = A(1,1);
8 A12 = A(1,2:4);
9 A21 = A(2:4,1);
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10 A22 = A(2:4,2:4);
11

12 B1 = B(1);
13 B2 = B(2:4);
14

15 Bd1 = Bd(1);
16 Bd2 = Bd(2:4);
17

18 % Define ITAE normalized pole positions
19 ITAE_5 = [−0.8955, −0.3764+1.2920i, −0.3764−1.2920i,...
20 −0.5758+0.5339i, −0.5758−0.5339i];
21 ITAE_3 = [−0.7081, −0.5210+1.068i, −0.5210−1.068i];
22

23 % Find the ratio of the maximum natural frequency of a normalized
24 % fifth−order ITAE filter to the minimum natural frequency of a
25 % normalized third−order ITAE filter.
26

27 ra53 = max(abs(ITAE_5))/min(abs(ITAE_3));
28

29 % Define the desired ratio of the minimum natural frequency of the
30 % estimator poles to the maximum natural frequency of the ...

controller poles
31 rra = 2;
32

33 % Sweep scaling multiplier and find first multiplier that gives ...
max error

34 % ≤ 0.24 V
35 w0 = [5700:1:5900];
36 w0_length = length(w0);
37 maxerr = zeros(size(w0));
38

39 wb = waitbar(0,'Sweeping ITAE Filter Scaling Multiplier...');
40

41 for index = 1:length(w0);
42 % Scale the controller pole positions using a search
43 Pk = w0(index) * ITAE_5;
44

45 % Set the minimum natural frequency of the ITAE filter pole ...
positions

46 % for the estimator to a multiple of the maximum natural ...
frequency of

47 % the controller poles to make the estimator converge faster ...
than the

48 % controller responds
49

50 Pl = rra * ra53 * w0(index) * ITAE_3;
51 A_prime = [A zeros(size(B));−C zeros(size(D))];
52 Bd_prime = [Bd; 0];
53 C_prime = [C 0];
54 K = place(A_prime,Bd_prime,Pk);
55 km = K(1);
56 ku = K(2:4);
57 ki = K(end);
58 L = place(A22', A12', Pl)';
59

60 E = A22 − L*A12;
61 F = E*L + A21 − L*A11;
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62 G = Bd2 − L*Bd1;
63

64 Abar = [A−Bd*km*C−Bd*ku*L*C, −Bd*ki, −Bd*ku;
65 −C, zeros(1,4) ;
66 F*C−G*km*C−G*ku*L*C, −G*ki, E−G*ku];
67 Bbar = [B; 0; zeros(3,1)];
68 Cbar = [C 0 zeros(1,3)];
69 SYS1 = ss(Abar,Bbar,Cbar,D);
70 [y t] = step(SYS1,0.003);
71 maxerr(index) = max(abs(y));
72 waitbar(index/w0_length, wb)
73 end
74 close(wb);
75

76 % Plot the maximum absolute error as a function of the frequency ...
multiplier

77 figure;
78 plot(w0,maxerr);
79 axis tight
80 xlabel('Scalar Multiplier \omega');
81 ylabel('Maximum Error (V)');
82 grid on
83

84 % Determine vector of scaling values that results in max error ≤ ...
0.24 V

85 z = find(maxerr≤0.24);
86 % Select first element in that vector to use as scaling multiplier
87 w = w0(z(1,1));
88 sprintf('ITAE pole scaling multiplier selected, ESFBI: %4.0f',w)
89

90 % Determine controller and observer gains
91 Pk = w * ITAE_5;
92

93 % Set the minimum natural frequency of the ITAE filter pole ...
positions for

94 % the estimator to a multiplier of the maximum natural frequency ...
of the

95 % controller poles to make the estimator converge faster than the
96 % controller responds
97

98 Pl = rra * ra53 * w * ITAE_3;
99 A_prime = [A zeros(size(B));−C zeros(size(D))];

100 Bd_prime = [Bd; 0];
101 C_prime = [C 0];
102 K = place(A_prime,Bd_prime,Pk);
103 km = K(1);
104 ku = K(2:4);
105 ki = K(end);
106 L = place(A22', A12', Pl)';
107

108 E = A22 − L*A12;
109 F = E*L + A21 − L*A11;
110 G = Bd2 − L*Bd1;
111

112 Abar = [A−Bd*km*C−Bd*ku*L*C, −Bd*ki, −Bd*ku;
113 −C, zeros(1,4) ;
114 F*C−G*km*C−G*ku*L*C, −G*ki, E−G*ku];
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115 Bbar = [B; 0; zeros(3,1)];
116 Cbar = [C 0 zeros(1,3)];
117 SYS_ROESFBI = ss(Abar,Bbar,Cbar,D);
118

119 % Plot controller and observer pole locations
120 figure;
121 plot(Pk,'bx')
122 hold on
123 plot(Pl,'r+')
124 hold off
125 legend('Controller poles','Observer poles')
126 xlabel('Real')
127 ylabel('Imaginary')
128

129 % Plot closed−loop system response to a unit step input
130 [y t x] = step(SYS_ROESFBI,0.003);
131 figure;
132 plot(t, Vo+y);
133 xlabel('Time (s)');
134 ylabel('Amplitude (V)');
135 grid on
136

137 % System Loop Gain Plot
138 A1 = [A, zeros(4,1), zeros(4,3);
139 −C, 0, zeros(1,3);
140 F*C−G*ku*L*C−G*km*C, −G*ki, E−G*ku];
141 Bd1 = [Bd; 0; zeros(3,1)];
142 C1 = [km*C+ku*L*C, ki, ku];
143 D = 0;
144 sys1 = ss(A1, Bd1, C1, D);
145 figure;
146 margin(sys1);
147 h = gcr;
148 h.AxesGrid.TitleStyle.FontSize = 10;
149 h.AxesGrid.XLabelStyle.FontSize = 10;
150 h.AxesGrid.YLabelStyle.FontSize = 10;
151

152 % Control Effort Plot
153 figure;
154 h = plot(t, −[km, zeros(1,3), ki, ku]*x'+d);
155 xlabel('Time (s)');
156 ylabel('Duty Cycle');
157 grid on
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Chapter 13

Linear Quadratic Optimal

Control

Linear quadratic optimal control uses penalties on state transients x and control
e�ort u to optimize system performance with respect to a �gure of merit deter-
mined by a cost function. There is typically a classical trade-o� designed into
the cost function: one cannot have tight control over state transients with small
control e�ort. In other words, small output transients require large controller
gains (and therefore control e�ort). Additionally, quadratic forms are used to
ensure that only the magnitude and not the sign of the transient contributes to
the cost determined by the penalty function.

13.1 Linear Quadratic Regulators

To optimally control state transients and control e�ort within performance spec-
i�cations, a compensator is sought that seeks to provide a control e�ort u that
minimizes a Lagrangian cost function:

J =

∫ ∞
0

(xTQx+ uTRu)dt (13.1)

subject to the constraint of the state equation:

ẋ = Ax+Bu (13.2)

This is known as the linear quadratic regulator (LQR) problem. The weight
matrix Q is an n × n positive semide�nite matrix (for a system with n states)
that penalizes variation of the state from the desired state. The weight matrix
R is an m ×m positive de�nite matrix that penalizes control e�ort. Solutions
for the constrained optimal system can be found in [1], [2], and [3]. The well-
published time invariant solution to this problem is:

K = R−1BTP (13.3)
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where P is the unique, symmetric, positive de�nite solution to the steady-state
algebraic Riccati equation (ARE):

PA+ATP − PBR−1BTP +Q = 0 (13.4)

The minimum value of the cost function is based on the initial state x0, and is
given by:

Jmin = xT0 Px0 (13.5)

The LQR designed for a SISO system can be shown to possess very desirable
stability properties: it always has a gain margin between {-6 dB,∞} and a phase
margin of at least 60◦. However, it has a high frequency roll-o� rate of only 20
dB per decade so the open loop frequency response shows susceptibility to high
frequency noise.

Since the weight matrices Q and R are both included in the summation term
within the cost function, it is really the relative size of the weights within each
quadratic form which are important. Simple inspection of the cost function
shows that multiplying both weight matrices by the same real constant (e.g., κ)
will not a�ect their ratio. The multiplier κ may be factored out of the integral,
thus returning the cost function to its original form. Thus, the problem of
minimizing κJ becomes the same as minimizing J . Therefore, holding one
weight matrix constant while varying either the individual elements or a scalar
multiplier of the other is an acceptable technique for iterative design. It is good
for the designer to maintain an understanding of the e�ects of manipulating
individual weights, however. In general, raising the e�ective penalty a single
state or control input by manipulating its individual weight will tighten the
control over the variation in that parameter, however it may do so at the expense
of larger variation in the other states or inputs.

13.2 �uk Converter with LQR Compensator

The �fth-order system formed by augmenting the �uk converter with an integral
state requires that Q be a �ve-by-�ve matrix. To review, the state vector is
[v2 v1 i2 i1 xi]

′, where xi corresponds to the integral of the reference error e.
Since the states have physical signi�cance in this model, it is easy to see that
each voltage, current, or error transient may be individually penalized using
the diagonal elements of the Q matrix. As the objective of controlling the �uk
converter is to regulate the output vo = v2 in the face of disturbances to vg,
penalizing transients that occur on state v2 is a logical choice, as is penalizing the
state xi associated with the reference error integral as the integral of that error
should be minimized to provide for good regulation. Hence, the Qmatrix chosen
for design of the LQR has two positive entries corresponding to the �rst (Q11)
and last (Q55) entries along the diagonal to ensure it is positive semide�nite.
The �uk converter has only a single control input, and for initial design R was
set equal to 1 arbitrarily. If the control e�ort exceeds the limitations put on it
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(refer to Section 9.6), the value of R may need to be increase to penalize the
control e�ort.

After proceeding through an iterative process where Q11 and Q55 were varied
with R �xed, a �nalized design was determined. The step disturbance response
of the controlled �uk converter is shown in Figure 13.1
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Figure 13.1: Unit step disturbance response of the �uk converter controlled by
LQR.

The loop gain of the controlled system is shown in Figure 13.2, where the
loop is broken at the large X shown on the control input d.
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Figure 13.2: Loop gain of �uk converter controlled by LQR compensator.

Figure 13.3 shows the control e�ort produced by the optimal controller.
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Figure 13.3: LQR control e�ort.

Note that the time of the unit step disturbance transient with the LQR
compensator was signi�cantly longer than the settling times of the previously
designed compensators. However, the amplitude deviation was signi�cantly



13.3. LINEAR QUADRATIC GAUSSIAN REGULATORS 231

smaller. This is an acceptable design tradeo� since the performance speci�ca-
tions were still met.

13.3 Linear Quadratic Gaussian Regulators

The LQR problem requires that full state feedback be used. This is not always
possible, as was discussed in Section 12. The Kalman-Bucy �lter is the dual
to the LQR problem; it forms an optimal state estimator in the presence of
process and measurement noise for a system that is observable. The presence
of noise introduces stochastic e�ects on the state trajectory, therefore, the op-
timal state estimator must deal with these stochastic e�ects appropriately by
removing them. Since the process of removing noise from a signal is commonly
known as �ltering, the optimal observer became known as the Kalman �lter, or
Kalman-Bucy �lter, after its creator(s). The Kalman �lter is based on essen-
tially the same mathematics as the LQR and, as such, has come to be known
as a linear quadratic estimator (LQE). The cost function J0 that is minimized
is the error variance between the state vector and its estimate. LQE calculates
the solution to an ARE (which happens to be the error covariance) and uses it
to determine L, the estimator gain vector, along the lines of the same equations
given for the LQR gain K. Q0, the covariance matrix of the process noise, and
R0, the covariance matrix of the sensor noise, have to be selected for optimal
determination of the observer gain vector L.

When combined, the linear quadratic controller and estimator form a struc-
ture known as a linear quadratic Gaussian (LQG) compensator. Once the state
variables have been estimated, they are fed back through the controller gain K
to close the loop. The separation principle previously mentioned still holds true
for LQG design: the LQR and LQE problems can be solved independently via
two algebraic Riccati equations.

Adding process disturbances and measurement noise to the state space sys-
tem description results in:

ẋ = Ax+Bu+ ω (13.6)

y = Cx+ ν

where ω is the disturbance signal (typically modeled by Gaussian white noise
of spectral density Q0) and ν is additive measurement noise (Gaussian white
noise, with spectral density R0). Note that the fact that neither ω or ν has a
coe�cient implies a coe�cient of I, meaning each state and output has its own
distinct noise [4]. The time invariant solution to the optimal estimator problem
is then:

L = P0C
TR−1

0 (13.7)

where P (known as the estimation error variance) is the unique, symmetric,
positive de�nite solution to the steady-state algebraic Riccati equation:

AP0 + P0A
T − P0C

TR−1
0 CP0 +Q0 = 0 (13.8)
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Since the spectral density of the process and measurement noise in a sys-
tem is typically unknown, designers frequently treat Q0 and R0 as additional
design parameters that can be manipulated. The bandwidth of the open-loop
system frequency response can be controlled using these matrices. This can
allow reduction of the susceptibility of the controlled system to noise at higher
frequencies.

13.4 �uk Converter with LQG Compensator

The unit step response of the �uk converter controlled by a LQG compensator
is shown in Figure 13.4.
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Figure 13.4: Unit step disturbance response of �uk converter controlled by LQG
compensator.

A comparison of the loop gains of the LQR and LQG controlled systems is
shown in Figure 13.5, where the loop is broken at the control input d. Loss
of gain and phase margins has clearly occurred, and the negative gain margin
indicates that the system will no longer be closed-loop stable.
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Figure 13.6 shows the control e�ort produced by the LQG controller.
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Figure 13.6: LQG control e�ort.

Minimal discussion is given to this design as it requires the improvements
described in the next section.
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13.5 Control with LQG/LTR Compensators

Newcomers to the world of optimal control might think that the pairing of the
optimal controller formed by the solution of the LQR problem and the optimal
estimator formed by the construction of a Kalman �lter would have optimal
properties. This is not necessarily the case. Doyle [5] provided an example to
show that the LQG design loses the guaranteed stability margins of the LQR
design when feeding back estimated states. Doyle and Stein [6] then showed how
this problem could be addressed. In order to recover the good stability margins
and sensitivity properties of an LQR design, an iterative procedure known as
loop transfer recovery (LTR) may be performed during the LQG design1. The
Doyle-Stein method of LTR is performed by iteratively increasing the intensity
of the noise covariance matrices used in Kalman �lter design. LTR causes the
open loop frequency domain characteristics associated with the LQR design to
be either exactly or asymptotically recovered as an input noise matrix weighting
parameter q is increased. As q → ∞, the properties of the LQR are recovered.
Essentially, LTR produces a state estimator whose estimates x̂ are independent
of the control input u (or only weakly depended on u) and dependent only on
the input provided by the plant output y.

Performing the Doyle-Stein method of asymptotic loop transfer recovery on
a full-order compensator requires:

� The system must be minimum-phase and strictly proper.

� Ro = 1 and Qo = q2BB′

The fact that the plant must be minimum-phase (all poles and zeros in the
left half of the complex plane and no pure delays) prevents the compensator
designed from being unstable, since the LTR technique moves some of the com-
pensator poles toward the plant zeros where pole-zero cancellation makes them
unobservable. (Other LTR methods may be used with nonminimum-phase sys-
tems by using subspace [8] or loop-shaping techniques [9].) The remainder of the
poles (an excess of poles exists because the plant is strictly proper) move toward
in�nity in the left-half of the complex plane in a Butterworth �lter pattern [10].

The e�ect of loop transfer recovery is to essentially decouple the observer
from the control input u by raising the observer gain L so that the state estimate
x̂ depends only on the plant output y. This is illustrated in Figure 13.7. The
decoupling is accomplished by the increasing noise intensity on u, which causes
L to increase such that y has a larger contribution to the state estimate.

1A variety of other methods for LTR have been presented in the controls literature, includ-
ing several which require employment of subspace methods or special coordinate bases [7], [8],
but these techniques are beyond the scope of this work.



13.5. CONTROL WITH LQG/LTR COMPENSATORS 235

Figure 13.7: Input decoupling e�ect of loop transfer recovery.

In order to accomplish LTR, the loop is broken at the large X on the control
input shown in Figure 12.1. The loop is explicitly shown in Figure 13.8. The
frequency response of the loop from d to d′ is driven to asymptotically approach
the frequency response of the system with LQR control.

Figure 13.8: The loop to be recovered during loop transfer recovery with a
full-order observer.

Figure 13.9 shows the LQGI/LTR iterative design process applied to the �uk
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converter. Initial LQGI design resulted in a gain margin reduction from in�nity
to -5.7 dB and a loss of phase margin from 65.4◦ to 36.4◦. The iterative loop
transfer recovery process resulted in a controlled system gain margin of 30.2
dB and phase margin of 61.7◦. Iteration was stopped at that point since these
margins are adequate. Further iterations would result in larger observer gains
that may be undesirable during implementation, and recovery of the undesirable
high frequency characteristics of the LQR compensator has already begun.

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

−270

−180

−90

0

P
ha

se
 (

de
g)

Bode Diagram
Gm = 30.2 dB (at 2.5e+005 Hz) ,  Pm = 61.7 deg (at 1.19e+004 Hz)

Frequency  (Hz)

−200

−150

−100

−50

0

50

100

M
ag

ni
tu

de
 (

dB
)

LQRI

q=100

q=102

q=104

q=106

Figure 13.9: Loop transfer recovery of an LQGI compensator.
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13.6 MATLAB Code

1 % Linear Quadratic Regulator Compensator with Integration
2

3 % Define the plant using an external file
4 cuk_parameters;
5

6 % Define the weighting matrices for the integral performance ...
index, with

7 % weights on the capacitor voltage and the output error
8 Cq = [C 0];
9 Q = Cq'*Cq;

10 Q(1,1) = 1;
11 Q(2,2) = 0;
12 Q(3,3) = 0;
13 Q(4,4) = 0;
14 Q(5,5) = 100000;
15 R = 1;
16

17 A_prime = [A zeros(size(B));−C zeros(size(D))];
18 Bd_prime = [Bd; 0];
19 B_prime = [B;0];
20 C_prime = [C 0];
21

22 % LQR System design
23 K = lqr(A_prime,Bd_prime,Q,R);
24 k = K(1:4);
25 ki = K(end);
26

27 Abar = [A−Bd*k, −Bd*ki; −C, 0];
28 Bbar = [B; 0];
29 Cbar = [C 0];
30

31 SYS_LQR = ss(Abar,Bbar,Cbar,D);
32

33 % LQR Step Response
34 [y t x] = step(SYS_LQR,0.02);
35 figure;
36 plot(t, Vo+y, 'b');
37 xlabel('Time (s)');
38 ylabel('Amplitude (V)');
39 grid on
40

41 % LQR Loop Gain Plot
42 figure;
43 margin(A_prime, Bd_prime, K, 0);
44 h = gcr;
45 h.AxesGrid.TitleStyle.FontSize = 10;
46 h.AxesGrid.XLabelStyle.FontSize = 10;
47 h.AxesGrid.YLabelStyle.FontSize = 10;
48

49 % Control Effort Plot
50 figure;
51 plot(t, −K*x'+d);
52 xlabel('Time (s)');
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53 ylabel('Duty Cycle');
54 grid on

1 % Linear Quadratic Gaussian Compensator with Integration
2

3 % Design the LQR compensator
4 lqri;
5

6 % LQG Design
7 Q0 = 1e8*eye(size(A));
8 R0 = 1;
9

10 [L,P,E] = lqe(A,eye(size(A)),C,Q0,R0);
11

12 % Construct the closed−loop system for time−domain response testing
13 Abar = [A, −Bd*ki, −Bd*k;
14 −C, 0, zeros(1,4);
15 L*C, −Bd*ki, A−Bd*k−L*C];
16 Bbar = [B; 0; B];
17 Cbar = [C 0 zeros(size(C))];
18 SYS_LQG = ss(Abar,Bbar,Cbar,D);
19

20 % LQG Step Response
21 [y t x] = step(SYS_LQG, 0.02);
22 figure;
23 plot(t, Vo+y, 'b');
24 xlabel('Time (s)');
25 ylabel('Amplitude (V)');
26 grid on
27

28 % LQR vs. LQG System Loop Gain Plot
29 A1 = [A, zeros(4,1), zeros(4,4);
30 −C, 0, zeros(1,4);
31 L*C, −Bd*ki, A−Bd*k−L*C];
32 B1 = [Bd;0;zeros(4,1)];
33 C1 = [zeros(1,4), ki, k];
34 D1 = 0;
35 figure;
36 sys_lqr = ss(A_prime, Bd_prime, K, 0);
37 sys_lqg = ss(A1, B1, C1, D1);
38 margin(sys_lqr)
39 hold on
40 margin(sys_lqg)
41 h = gcr;
42 h.AxesGrid.TitleStyle.FontSize = 10;
43 h.AxesGrid.XLabelStyle.FontSize = 10;
44 h.AxesGrid.YLabelStyle.FontSize = 10;
45 hold off
46 legend('LQRI','LQGI')
47

48 % Control Effort Plot
49 figure;
50 h = plot(t, −[zeros(1,4), ki, k]*x'+d);
51 xlabel('Time (s)');
52 ylabel('Duty Cycle');
53 grid on
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Chapter 14

Compensator Order

Reduction

With the advent of computer control of systems, high-order system models can
be created that allow model-based control methods (such as observer-based com-
pensators) to be easily implemented. These digital controller implementations
have many advantages over analog controllers, which may be considered to be
outdated. However, analog control can often still be performed at the circuit
level with a few discrete components and may be more cost-e�ective to imple-
ment when compared to a microprocessor and its associated support circuitry
and programming. Thus, this section examines the idea of controller order re-
duction for use with analog circuitry. It focuses �rst on reducing the order of
an LQGI/LTR compensator using model reduction techniques, then design of
an LQGI/LTR compensator using a reduced-order Kalman �lter (ROKF), and
�nally, application of model reduction techniques to the ROKF-based compen-
sator. This �nal two-step order reduction technique has not been previously
seen in the literature.

14.1 Model Reduction of the LQGI/LTR Com-
pensator

Model reduction (MR) may be accomplished by creating a balanced realization
(i.e., equal and diagonal controllability and observability Gramian matrices) of
the system to be reduced using a linear transformation such as the balreal com-
mand in MATLAB [1]. Examination of the eigenvalues of the Gramian matrix
of the balanced realization allows the designer to identify states that are weakly
coupled to both the input and output of the compensator. These states, which
are at once both weakly controllable and weakly observable, have small Hankel
singular values associated with them. Hankel singular values are determined by
taking the square root of the product of the eigenvalues of the controllability
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and observability Gramian matrices. In a balanced realization, the Hankel sin-
gular values are the diagonal entries of the common controllability/observability
Gramian matrix, and the states are ordered from highest to lowest Hankel sin-
gular value [2]. Compensator states with small Hankel singular values may be
eliminated with little impact to the performance of the compensator using the
modred command in MATLAB.

In this case, the system to be reduced is the compensator. The balreal com-
mand identi�es only two states that may be eliminated from the LQGI/LTR
compensator designed previously without signi�cant loss of accuracy, as may be
predicted by the information provided from the pole-zero plot in Figure 14.1.
Model reduction resulted in the addition of a high-frequency zero for this par-
ticular compensator. This zero was a simulation artifact created by the modred
command, therefore it was removed by truncation.

Examination of the LQGI/LTR compensator poles, zeros, and gain of the
transfer function yields:

p =
[
−1490± j9000 −1129500± j1129500 0

]
(14.1)

z =
[
−32410 −319 −1440± j9090

]
k = 7.195× 107
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Figure 14.1: Pole-zero plot of the LQGI/LTR compensator.

By comparing the frequencies at which the poles and zeros occur and their
complex plane locations, it can be seen that a complex pair of zeros at −1490±
j9000 essentially cancels out a complex pair of poles at −1440 ± j9090. This
is more readily viewed in the close-up view of the pole-zero plot in Figure 14.2.
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Figure 14.2: Compensator pole-zero plot showing likely pole-zero pair cancella-
tion.

Examination of the compensator after model reduction methods yields:

pr =
[

0 −1126800± j1132300
]

(14.2)

zr =
[
−319.5 −33035

]
kr = 7.18× 107

where all poles and zeros are in rad/s.
Once model reduction has been accomplished, validation must occur to verify

that signi�cant di�erences do not exist between the full-order and model-reduced
compensators. Comparison of the full-order and model-reduced compensator
frequency responses is shown in Figure 14.3. Based on this diagram, it is readily
apparent that the model-reduced compensator may be used to replace the full-
order compensator without signi�cant di�erence, thus reducing the controller
order. The MRLQGI/LTR compensator can then be achieved with less analog
circuitry than the LQGI/LTR yet still perform adequately, and therefore may
be selected for implementation.

Care must be taken when performing model reduction to ensure desirable
stability margins are not lost. Comparable frequency responses between the
full-order and model-reduced compensators tell the designer that margins will
probably not change appreciably during model reduction. Veri�cation of mar-
gins was performed for system with the MRLQGI/LTR compensator; no change
in gain margin resulted but phase margin was reduced to 61.2◦, a loss of 0.5◦,
which is not a signi�cant di�erence.

The step disturbance response for the model-reduced compensator is shown
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Figure 14.3: Compensator frequency response comparison following model re-
duction.

in Figure 14.4. The step disturbance input is attenuated well, with a maximum
deviation of just over 20 mV. This would be a perfectly acceptable controller
for the �uk converter, however, additional order reduction (though impossible
to achieve in this controller incarnation without signi�cantly impacting perfor-
mance) would be desirable and is explored in the next section.
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14.2 A Reduced-Order LQGI/LTR Compensator

The model-reduced compensator designed in Section 14.1 is based on pole-zero
cancellation in a balanced state-space realization of the Kalman �lter and trun-
cation to remove a high-frequency zero. However, a compensator based on a
LQRI paired with a reduced-order Kalman �lter (ROKF) can be designed and
the LTR technique applied during the design process in order to develop a
ROLQGI/LTR compensator. Madiwale and Williams [3] described the mathe-
matics necessary for performing loop transfer recovery with reduced-order linear
quadratic compensators and provided proofs that the equations used in this sec-
tion achieve LTR.

The design of the ROLQGI/LTR compensator begins with construction of
a linear quadratic regulator. Once the regulator gain K has been determined,
the system matrices and K are partitioned to form a reduced-order observer as
in Equation 12.10.

Consider a minimum phase system with process noise ω (with positive de�-
nite Gaussian spectral density matrix V ) that is distributed into the state dy-
namics byW and let the system be free from measurement noise in the measured
state vector xm:

ẋ = Ax+Bu+Wω (14.3)

y = xm

Process noise characteristics are usually di�cult to determine or unknown.
Thus, both W and the corresponding noise spectral density V are manipulated
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as design parameters for determining the optimal reduced-order estimator gain
L in a manner similar to the manipulation of Q0 and R0 in full-order estimator
design methods. Both W and V are also partitioned as in Equation 12.10 in
order to form the reduced-order Kalman �lter. Let:

V11 = W1V1W
′
1 + q2B1V2B

′
1 (14.4)

V12 = W1V1W
′
2 + q2B1V2B

′
2 (14.5)

V22 = W2V1W
′
2 + q2B2V2B

′
2 (14.6)

Then with:

Ā = A22 − V ′12V
−1
11 A12 (14.7)

V̄ = V22 − V ′12V
−1
11 V12

where V11 is nonsingular, the following ARE is solved for for Qo:

ĀQo +QoĀ′ −QoA′12V
−1
11 A12Qo + V̄ = 0 (14.8)

The Kalman �lter gain L can then be determined from:

L = (QoA
′
12 + V ′12)V −1

11 (14.9)

Now, as q is increased in Equations 14.4-14.6, the target feedback loop of the
LQR controller is recovered.

Once again, the loop is broken at the large X on the control input as shown
in Figure 12.6. The open loop is shown explicitly in Figure 14.5. The frequency
response of the loop from d to d′ is again driven to asymptotically approach the
frequency response of the system with LQR control as shown in Figure 14.6,
which is a plot of the iterative LTR process for this reduced-order compensator
and the �uk converter.

Figure 14.5: Loop transfer recovery with a reduced-order observer.
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Figure 14.6: Loop transfer recovery of a ROKF-based LQGI compensator.

During simulation, it was found that the original matrices selected to repre-
sent the process noise had values that were too large. The initial results showed
loop transfer recovery had already occurred, therefore the noise values had to
be made smaller to verify that LTR was taking place. For the model of the �uk
converter to be controlled, the following partitions of the W and V matrices
were used to simulate the �ctitious noise:

W1 =
[

1× 10−4 0 0
]
, W2 =


1× 10−5 0 0

0 1× 10−5 0

0 0 1× 10−5



V1 =


1× 10−5 0 0

0 1× 10−5 0

0 0 1× 10−5

 , V2 = 1× 10−5

The scalar q was allowed to vary from 1×10−10 to 1×10−7 during the recovery
process.

Examination of the ROLQGI/LTR compensator transfer function yields:

pr =
[
−1490.0± j9000.0 −2466000.0 0.0

]
(14.10)

zr =
[
−32990.0 −319.2 −1442.0± j9087.0

]
kr = 70.74
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where the poles and zeros are given in rad/s. This transfer function shows a
pole-zero pair that could possibly be canceled via model reduction methods.
The balanced realization approach to model reduction discussed in Section 14.1
was applied. Comparison of the Hankel singular values produced by the balreal
command revealed that only two states could be eliminated without signi�cant
loss of accuracy in the controller model. Elimination of these states resulted in a
second-order compensator that had the following characteristics for its transfer
function:

pr =
[

0.0 −2469000.0
]

(14.11)

zr =
[
−319.4 −33570.0

]
kr = 70.76

where the poles and zeros are given in rad/s. This model-reduced compensator
has a pole at the origin and two zeros on the negative real axis left of the pole,
which is a classical PID controller. It also has another pole on the negative real
axis beyond the zeros, which corresponds to high frequency low-pass �ltering. It
may therefore be thought of as a feedback PID compensator with the derivative
term acted upon by a �rst-order low-pass �lter. This type of �ltered derivative
action is typically included in PID controllers to reduce the bandwidth of the
controller and associated undesirable ampli�cation of high-frequency noise, as
well as to make them implementable (the ideal PID equation is non-causal due
to the fact that there is an excess of zeros). This PID controller is very simple to
implement with a single inverting operational ampli�er con�guration. A second
inverter bu�er stage is needed to eliminate the undesired inversion caused by
the �rst stage.

A frequency response comparison of the two compensators designed in this
section is shown in Figure 14.7. There is excellent correlation between the Bode
plots, showing that the MRROLQGI/LTR compensator performance will be
almost exactly the same as the ROLQGI/LTR compensator.
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Figure 14.7: Comparison of compensator frequency response - ROLQGI/LTR
and MRROLQGI/LTR.

Initial ROLQGI design resulted in no gain margin reduction from in�nity
but had a loss of phase margin from 65.4◦ to 56.3◦. The iterative loop transfer
recovery process resulted in a controlled system phase margin of 63.7◦. Further
iterations would result in larger observer gains that may be undesirable during
implementation. Veri�cation of margins was performed for system with the
MRROLQGI/LTR compensator; no change in gain margin resulted but phase
margin was reduced to 63.3◦, a loss of 0.4◦. Again, this is not a signi�cant
di�erence.

The step disturbance response for the model-reduced compensator is shown
in Figure 14.8. The step disturbance input is attenuated well, with a maximum
deviation of less than 20 mV. This is a perfectly acceptable controller for the
�uk converter.
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14.3 MATLAB Code

1 % LQGI/LTR and MRLQGI/LTR Compensators
2 clc
3

4 % Design the LQR compensator
5 lqri;
6

7 % Define one of the Kalman filter weight matrices
8 R0 = 1;
9

10 % Plot the magnitude of the open loop LQR
11 h=figure;
12 bode(A_prime, Bd_prime, K, 0);
13 hold on
14

15 % Loop transfer recovery
16 q = [1,1e2,1e4,1e6];
17 for n = 1:length(q)
18 Q0 = q(n)*Bd*Bd';
19 [L,P,E] = lqe(A,eye(size(A)),C,Q0,R0);
20 Aol = [ A, zeros(4,1), zeros(4,4);
21 −C, 0, zeros(1,4);
22 L*C, −Bd*ki, A−Bd*k−L*C];
23 Bol = [Bd; 0; zeros(4,1)];
24 Col = [zeros(1,4), ki, k];
25 sysol = ss(Aol,Bol,Col,D);
26

27 % Plot the frequency response of the open loop LQGI/LTR
28 margin(Aol, Bol, Col, D);
29 end
30 hold off
31 childrenHnd =get(h, 'Children')
32 axes(childrenHnd(3))
33 legend('LQRI','q=10^{0}','q=10^{2}','q=10^{4}','q=10^{6}', ...
34 'Location','SouthWest')
35 h = gcr;
36 h.AxesGrid.TitleStyle.FontSize = 10;
37 h.AxesGrid.XLabelStyle.FontSize = 10;
38 h.AxesGrid.YLabelStyle.FontSize = 10;
39

40 % Compensator
41 Ao = [A−Bd*k−L*C, −Bd*ki;
42 zeros(1,4), 0];
43 Lo = [L; −1 ];
44 focomp = ss(Ao,Lo,K,0);
45 [zc,pc,kc]=ss2zp(Ao,Lo,K,0);
46 focomp = zpk(zc,pc,kc)
47

48 % Pole−zero plot of full−order compensator
49 [P,Z] = pzmap(focomp);
50 figure;
51 h = plot(real(P),imag(P),'x',real(Z),imag(Z),'bo');
52 ylabel('Imaginary Axis');
53 xlabel('Real Axis');
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54 grid on
55

56 % Close−up of pole−zero plot
57 figure;
58 h = plot(real(P),imag(P),'x',real(Z),imag(Z),'bo');
59 ylabel('Imaginary Axis');
60 xlabel('Real Axis');
61 axis([−4e4,0.5e4,−1.5e4,1.5e4]);
62 grid on
63

64 % Reduce the order of the compensator
65 [focomp,g] = balreal(focomp);
66 g;
67 elim = (g<5e−2);
68 mrcomp = modred(focomp,elim);
69 [zrc prc krc] = ss2zp(mrcomp.a,mrcomp.b,mrcomp.c,mrcomp.d);
70 % An added high−frequency zero results from model reduction.
71 % Restore the system gain prior to removing the high frequency zero
72 % using truncation.
73 krc = krc*abs(zrc(1,1));
74 zrc = zrc(2:3,1);
75 mrcompzp = zpk(zrc,prc,krc)
76 [mrcomp.a,mrcomp.b,mrcomp.c,mrcomp.d] = zp2ss(zrc,prc,krc);
77

78 % Compensator Comparison Bode Plot
79 figure;
80 bode(focomp,mrcomp);
81 h = gcr;
82 h.AxesGrid.TitleStyle.FontSize = 10;
83 h.AxesGrid.XLabelStyle.FontSize = 10;
84 h.AxesGrid.YLabelStyle.FontSize = 10;
85 legend('LQGI/LTR','MRLQGI/LTR','Location','NorthWest');
86

87 % Plot step disturbance response with MRLQGI/LTR compensator
88 figure;
89 sys = ss(A,[B,Bd],C,D);
90 syscl = feedback(sys,mrcomp,[2],[1]);
91 [y,t,x] = step(syscl,0.02);
92 plot(t, Vo+y(:,1,1));
93 grid on

1 % ROLQGI/LTR and MRROLQGI/LTR Compensators
2

3 % Design the LQR compensator
4 lqri;
5

6 % Partition the system in terms of measured and unmeasured states
7 A11 = A(1,1);
8 A12 = A(1,2:4);
9 A21 = A(2:4,1);

10 A22 = A(2:4,2:4);
11

12 Bd1 = Bd(1);
13 Bd2 = Bd(2:4);
14

15 % Partition the gain vector determined by linquadreg.m
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16 k = K(1:4);
17 km = K(1);
18 ku = K(2:4);
19 ki = K(end);
20

21 % Form the open−loop LQR system and plot the frequency response
22 olsys = ss(A_prime,Bd_prime,K,0);
23 [gm1 pm1 wgc1 wpc1] = margin(A_prime,Bd_prime,K,0);
24 gm1 = 20*log10(gm1);
25 h=figure;
26 bode(olsys,{1e1,1e7});
27 hold on
28

29 % Noise distribution matrices
30 F1 = 1e−4*eye(1,3);
31 F2 = 1e−5*diag([1,1,1]);
32

33 % White noise vector intensity
34 V1 = 1e−5*diag([1,1,1]);
35 V2 = 1e−5*1;
36

37 % Loop transfer recovery
38 q = [1e−10,1e−9,1e−8,1e−7];
39 for n = 1:length(q);
40 V11 = F1*V1*F1'+q(n)^2*Bd1*V2*Bd1';
41 V12 = F1*V1*F2'+q(n)^2*Bd1*V2*Bd2';
42 V22 = F2*V1*F2'+q(n)^2*Bd2*V2*Bd2';
43

44 Abar = A22−V12'*inv(V11)*A12;
45 Vbar = V22−V12'*inv(V11)*V12;
46

47 [Q,M,X] = care(Abar',A12',Vbar,V11);
48

49 L = (Q*A12'+V12')*inv(V11);
50

51 E = A22−L*A12;
52 F = E*L+A21−L*A11;
53 G = Bd2−L*Bd1;
54

55 % Build open loop system with plant, observer, and feedback law
56 Aol = [A, zeros(4,1), zeros(4,3);
57 −C, 0, zeros(1,3);
58 F*C−G*km*C−G*ku*L*C, −G*ki, E−G*ku];
59 Bol = [Bd; 0; zeros(3,1)];
60 Col = [km*C+ku*L*C, ki, ku];
61 sysol = ss(Aol,Bol,Col,D);
62

63 % Plot the frequency response of the open loop system
64 margin(sysol);
65 end
66 hold off
67 childrenHnd =get(h, 'Children');
68 axes(childrenHnd(3))
69 legend('LQRI','q=10^{−10}','q=10^{−9}','q=10^{−8}',...
70 'q=10^{−7}','Location','SouthWest')
71 h = gcr;
72 h.AxesGrid.TitleStyle.FontSize = 10;
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73 h.AxesGrid.XLabelStyle.FontSize = 10;
74 h.AxesGrid.YLabelStyle.FontSize = 10;
75

76 % Define the reduced order compensator design
77 Ar = [E−G*ku, −G*ki;
78 zeros(1,3), 0];
79 Br = [F−G*ku*L−G*km; −1];
80 Cr = [ku ki];
81 Dr = ku*L+km;
82 [zr pr kr] = ss2zp(Ar,Br,Cr,Dr);
83 rocomp = zpk(zr,pr,kr);
84

85 % Apply model reduction techniques
86 [rocomp,g] = balreal(rocomp);
87 g
88 elim = (g<5e−2)
89 mrrocomp = modred(rocomp,elim);
90 [zrr prr krr] = ss2zp(mrrocomp.a,mrrocomp.b,mrrocomp.c,mrrocomp.d);
91 mrrocompzp = zpk(zrr,prr,krr)
92

93 % Compensator Comparison Bode Plot
94 figure;
95 bode(rocomp,mrrocomp);
96 h = gcr;
97 h.AxesGrid.TitleStyle.FontSize = 10;
98 h.AxesGrid.XLabelStyle.FontSize = 10;
99 h.AxesGrid.YLabelStyle.FontSize = 10;

100

101 % Plot step disturbance response
102 figure;
103 sys = ss(A,[B,Bd],C,D);
104 syscl = feedback(sys,mrrocomp,[2],[1]);
105 [y,t,x] = step(syscl,0.02);
106 plot(t, 24+y(:,1,1));
107 xlabel('Time (s)');
108 ylabel('Amplitude (V)');
109 grid on
110

111 % Calculate component values for the MRROLQGI/LTR compensator
112 % There are five free parameters to find and four equations.
113 % Arbitrarily assign R3, calculate the remaining component values.
114 R3 = 100000
115 R2 = R3/krr
116 C2 = 1/(R3*abs(zrr(1,1)))
117 R1 = R2*abs(prr(2,1))/abs(zrr(2,1))−R2
118 C1 = 1/(R1*abs(zrr(2,1)))
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Chapter 15

Compensator Implementation

At this point, four optimal compensator designs that rely on output feedback
and state estimation have been developed. The initial design of the optimal
compensator began with a �fth-order controller, with estimated states for each
of the four states in the plant and an augmented integral state (LQGI/LTR).
Model reduction techniques applied directly resulted in a third-order controller
(MRLQGI/LTR), which was a signi�cant improvement in terms of minimizing
the circuitry for implementation. The �nal design began with a fourth-order
compensator based on three states from a reduced-order observer augmented by
an integral state (ROLQGI/LTR), to which model reduction techniques were
applied to form a second-order transfer function (MRROLQGI/LTR). This �nal
regulator had the form of a classical PID controller. The �nal design had a
signi�cant reduction in circuitry yet maintained excellent performance in both
the time and frequency domains.

The reduced-order compensators developed in Chapter 14 using model re-
duction techniques can be implemented with analog circuits using operational
ampli�ers. The goal is to use the minimum amount of components and circuitry
for control (to minimize manufacturing costs) while maintaining adequate con-
troller performance.

15.1 MRLQGI/LTR Compensator Construction

The model-reduced compensator designed in Section 14.1 has two zeros on the
negative real axis, a LHP pair of complex poles, and a pole at the origin. This
compensator can be implemented by a PI compensator cascaded with a Tow-
Thomas biquadratic �lter as seen in Figure 15.1. The Tow-Thomas �lter is a
general second-order �lter able to implement low-pass, high-pass, band-pass,
notch, and all-pass �lters with appropriate choices of coe�cients of the �lter
transfer function [1]:

Tb(s) =
a2s

2 + a1s+ a0

b2s2 + b1s+ b0
(15.1)
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The biquad �lter section is used to implement the second-order denominator
term with a simple zero by setting a2 = 0. The PI section is used to implement
the other real zero and the pole at the origin. For both sections, it is desirable
to keep the poles and zeros within a certain frequency tolerance of each other
to keep the component values reasonable in size.

Figure 15.1: The MRLQGI/LTR compensator implemented using operational
ampli�ers.

The transfer function of the PI section is given by:

Tp(s) = −
C1

C2
(s+ 1

C1R1
)

s
(15.2)

The transfer function of the biquad �lter section is given by:

Tb(s) = −
1

C3R2
s+ 1

C2
3R4R5

s2 + 1
C3R3

s+ 1
C2

3R
2
4

(15.3)

15.2 MRROLQGI/LTR Compensator Construc-
tion

A practical example of the MRROLQGI/LTR compensator requires fewer com-
ponents to implement than the MRLQGI/LTR circuit. It is simply an analog
PID controller with a �ltered derivative term [2]. Consider the circuit in Fig-
ure 15.2. With the inverting opamp con�guration and some algebraic manipu-



15.2. MRROLQGI/LTR COMPENSATOR CONSTRUCTION 261

Figure 15.2: The analog MRROLQGI/LTR compensator implementation.

lation, the transfer function is shown to be:

T (s) =
R3

R2
(s+ 1

C2R3
)(s+ 1

R1C1
)

s(s+ R2+R1

R1R2C1
)

(15.4)

which shows the following zeros, poles, and gain:

poles =
[

0 −(R2+R1)
R1R2C1

]
(15.5)

zeros =
[ −1
C2R3

−1
R1C1

]
gain =

R3

R2

Component values may be determined by equating the expressions in Equation
15.5 with the compensator values given in Equation 14.11. Since there are
fewer equations than unknowns, one of the component values must be �xed
before the other component values may be determined. The �nal design used
the component values given in Table 15.1.
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Table 15.1: Component values for MRROLQGI/LTR compensator implemen-
tation.

Component Value
R1 100 kΩ
R2 1.4 kΩ
R3 100 kΩ
C1 0.29 nF
C2 31.3 nF
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Chapter 16

Power Electronic Circuit

Simulation

The MRROLQGI/LTR compensator required the least amount of circuitry and
was therefore selected for implementation and testing in PECS. The PECS
environment provides for relatively short run times compared to SPICE-based
circuit simulation environments since power electronics circuits can typically be
simulated with simpler component models than other types of analog circuits.

16.1 Simulating the Controlled �uk Converter in
PECS

The PECS implementation of the MRROLQGI/LTR compensator design from
Section 15.2 connected to the �uk converter can be seen in Figure 16.1.
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Figure 16.1: PECS simulation of �uk converter - MRROLQGI/LTR compen-
sator.

First, the small-signal operation was tested using a step disturbance in vg as
was used during controller design. A simulation was set up to provide for input
voltage steps up and down from the nominal 12 V using a unit step to 13 V on
the �uk input. The simulation used a time step of 1 µs and a run time of 0.1 s.
The results of this simulation are shown in Figure 16.2.

Figure 16.2: Unit step vg disturbances and vo response - MRROLQGI/LTR
compensator.
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The maximum deviation in the output voltage is only 0.022 V in response to
a step input of 1 V. (Note that ripple voltage exists in the simulation which is not
present in the state space averaged model simulations in MATLAB. Neglecting
the ripple did not pose a problem, however, during the control system design
process.)

Next, a large-signal simulation was set up to provide for input voltage steps
up and down from the nominal 12 V through a speci�ed operating range of 9-14
V on the �uk input. The results of the large-signal simulation are shown in
Figure 16.3.

Figure 16.3: Large signal vg disturbances and vo response - MRROLQGI/LTR
compensator.

The maximum deviation of 0.11 V in the output voltage occurred when the
input voltage drops sharply from 14 V to 9 V but is rapidly brought back under
control. This value is well within the 0.24 V tolerance that was speci�ed for
controller performance.

Finally, a simulation was set up to provide for 25% load current steps (0.214
A) around the nominal load current of 0.857 A. The results of this simulation
are shown in Figure 16.4.
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Figure 16.4: Load current disturbance and vo response - MRROLQGI/LTR
compensator.

The maximum deviation of 0.175 V in the output voltage occurred when the
load current dropped sharply from 1.071 A to 0.643 A, but this is within the
transient design speci�cation of regulation to within 1% of the nominal output
voltage.

The ability to reject large scale input voltage and load disturbances shows
that the compensator design is excellent. The MRROLQGI/LTR controller
allowed the system to not only meet the performance speci�cations, but to
exceed them, and achieved these results after two separate reduction of order
techniques (reduced-order observer and model reduction) were applied during
the design process.



Chapter 17

Conclusion

Part II demonstrated the process of applying modern control design methods
to regulator design for DC-DC converters, and prototypically, to a �uk DC-DC
converter. Full state feedback control for pole placement was applied - �rst
without integral e�ort, then with an integrator added. Output compensation
using state estimation techniques with full- and reduced-order observers was
discussed and simulated. LQRI and LQGI/LTR techniques were then used to
design compensators that were optimized with respect to quadratic performance
indices based on state and control e�ort transients. Balanced realization of the
LQGI/LTR compensator identi�ed weakly controllable/observable states, which
were then removed using truncation to create a third-order compensator (MR-
LQGI/LTR) that could be implemented with a combination PI/Tow-Thomas
biquad circuit.

The steps up to this point were typical application of modern state space
control methods found in most textbooks. The method that followed (in Sec-
tion 14.2) resulted in a minimal-order compensator. Namely, when the reduced-
order Kalman �lter-based compensator design (ROLQGI/LTR) was combined
with model reduction using a balanced realization, the result was a second-order
compensator (MRROLQGI/LTR) that could be implemented by an analog PID
circuit. This MRROLQGI/LTR controller was applied to the �uk converter in
a power electronics modeling environment and showed excellent input voltage
and load current disturbance rejection abilities. The two-step order reduction
combination of reduced-order observer design and truncated balanced realiza-
tion is a novel design method that, while applied to one of the more complex
DC-DC converters, appears to be applicable to compensator design in general.
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