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ABSTRACT

The paper proposes a Cube Calculus Machine (CCM-1), a
new architecture in which the data path has been designed to
execute operations of "cube calculus”, an algebraical model
popularly used to process and minimize Boolean functions. The
machine uses a "positional cube representation” which can also
represent the multiple-valued input algebra that finds recently
many applications in logic synthesis. Another aspect of this
architecture is the implementation of the processing unit as an
iterative network of asynchronous FSMs. This is a new concept
in computer architecture that can find applications wider than
the CCM alone. CCM-1 realizes basic micro-instructions that
support the microcode implementation of all useful cube cal-
culus operations including sharp, consensus, supercube and
crosslink.

1.INTRODUCTION

There is recently an intensive and growing interest in logic synthesis,
both in the theory and in the realization of practical design programs and sys-
tems of CAD tools. Several electronic design companies use commercially
available logic synthesis tools (like those from Synoposis or Mentor). Logic
synthesis will become even more important with the proliferation of FPGA-
based dynamically reconfigurable multi-chip architectures, configurable from
high-level specifications [2]. However, good quality logic optimization pro-
grams are very slow. To speed up the logic synthesis and combinatorial algo-
rithms, it was proposed to design special computers and hardware accelera-
tors [6,9,12,15,16,18,26,28,30-38]. What all those machines have in com-
mon is that they use special hardware to do some kind of processing of
Boolean functions: evaluation, Boolean operations such as intersection or
complementation, checking for tautology or satisfiability, verification, resolu-
tion, etc. Since all NP-complete problems [5,10,1,3] can be polynomially
reduced to one of the above problems, and particularly to the 3-SAT Prob-
lem, the proposed by us general problem-solving methodology is to reduce
any problem to some consistent labeling problem (such as graph coloring or
set covering) and next reducing it to some manipulations of multiple-valued
(mv) logic functions (such as sharp or resolution). For instance, PLA minim-
ization problem is reduced to primes generation and set covering. The second
problem is reduced to Petrick function minimization, which is a particular
case of satisfiability and can be solved in many ways on CCM-1, for instance,
by using sharp operation.

Instead of numbers, the proposed by us co-processor, CCM-1,
processes cubes, the basic units of the "cube calculus” (CC) which is
popularly used to represent and process Boolean functions. CC is used in
most of the efficient modern logic synthesis programs, including the well-
known Espresso and MIS 1II [1,4,20,21]. It has been extended for a logic with
multiple-valued inputs [23-27] by Sasao, and is called a positional cube nota-
tion. This calculus has been used for many two-, three- and many level
Boolean minimizers, verifiers, programs for complementation of Boolean
functions, synthesis of mixed and fixed generalized Reed-Muller forms, gen-
eration of prime, minimal and disjoint implicants, spectral transforms (Walsh,
Reed-Muller, Arithmetic), automatic theorem-proving [32-35], image pro-
cessing, and many other [1-5,7,8,10,11,17-22).

2. THE IDEA BEHIND THE CCM-1 ARCHITECTURE.

Let us denote by 2n the number of bits of a word (register) that con-
tains a cube in positional notation. To focus our considerations, we assume
2n = 32 bits. We can have as many as n = 16 binary variables in a cube. The
encoding is as follows: x - 01, X - 10, don’t care (often denoted by X) - 11,
contradiction - 00. In this notation, the intersection of two cubes represent-
ing products of literals simply corresponds to a bit-by-bit product of the
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respective words. For instance, assuming 4 binary variables, (a, b, ¢, d), the
product is ab - bed =[01-01-11-11] - [11-01-01-10]

= [01-01-01-10] = abcd. When the opposite literals are multiplied, the pair
00 is created from the bit-by-bit product and is detected in the next stages:
ab -ab =[01-01-11-11} - [01-10-11-11] =[01-00-11-11] = contradic-
rion. The contradiction is detected and signalized. For multi-valued input
logic, the positional notation takes for a variable as many bits as this variable
can take values. For instance, a 4-valued variable takes 4 bits. Assuming the
ﬁrst variable of 4 values and the second variable of 6 values, the product X 1
XM = X012 X,13 is represented as a cube A = [A, A;] = [ 1110-010100 ].
Assuming 4-valued variables and 2n = 32, one has 8 variables in a cube. Itis
assumed in CCM-1 that each variable can have an arbitrary even number of
values, possibly different from other variables.

Careful analysis of all cube calculus operations revealed that they can
be divided into three categories according to the type of result [11,18]. (1) In
the first category there is a single cube output, so-called resultant cube, for
one or two operand cubes. The resultant cube can be combinationally gen-
erated with bitwise logical operations like AND, OR, XOR, copying the vari-
able, etc. independently of other bits. This category includes the operations
of supercube and intersection [1,19,20,21], and we call them simple combina-
tional operations. In this category the operation on two cubes is a concatena-
tion of operations on all positions (respective pairs of literals of the
operands). Contradiction is also detected and signalized so that cube with
contradiction is not generated at all. In this category each variable C; from
the resultant cube C is: (2.1) C; = f(A;, Bi), where f is some set function,
and A;, B; are variables of input cubes A, B. (2) The second category of
operations includes the complex combinational operations. For each pair of
operand cubes there is a single resultant cube. This cube is a bitwise logic
operation which is, however, conditioned for each literal by some
relation/pattern of the input cubes. This includes operations prime, double
prime and binary consensus [11,18]. In this category each variable C; from
the resultant cube C is: (2.2) C; if rel (A;,B;) then fi(A;,B:) else
f2(Ai, B;), where rel is some set-relation and £, f 2 are some set functions.
(3) The third category, sequential logic operations, has multiple resultant
cubes for one or two operand cubes. Examples of these instructions are
crosslink [7,17), consensus [25,11), sharp and other [7,8,17,19,21-27].
Specific posmon J is one for which rel (A,,B,) is satisfied. A literal of the
resultant cube is conditioned by the position of this literal relative to other
literals and the current specific position. The current specific position in the
cube will be called the active position. In this category the number of the
resultant cubes is equal to the number of times that a certain relation rel is
satisfied for a pair of respective literals of the operand cubes, which means, to
the number of specific positions. Let us observe that the active position dur-
ing the generation of the i-th resultant cube is the i-th from left among the
specific positions of the cube. The general pattern of third category opera-
tions is:
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"'f act@ B for each such j that reI(A,,B y=1),
where C is the set of resultant cubes, aft_act, act, and bef _act are set func-
tions corresponding to before active, active, and after active positions in the
cube, respectively. N is the number of variables in cubes. The architecture of
CCM:-1 results from an attempt to optimize the execution of the three above
types of operations; it directly implements equations (2.1) - (2.3).

3. THE ARCHITECTURE OF THE CCM-1.

All the known software subroutines process the literals sequentially,
but for most of the literals the resultant cubes generated will have contradic-
tions and will have to be removed later. In the beginning we considered
implementing a RISC processor specialized in sequential logic operations
with all control hard-wired that would process a literal of the cube in each
pulse of a fast clock. However, after some thought, we took a completely
different approach. More than just doing a direct translation of the subrou-
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tines that implement those operations to micro-instructions, we created a
completely new architecture to take advantage of the peculiarities of the
sequential cube calculus operations. The architecture is an Irerative Logic
Array (ILU) with iterative signals running from left to right and from right to
left of the iterative circuit of Asynchronous State Machines (AFSMs). The
fundamental advantage of this approach is that only cubes without contradic-
tions are generated. This is a general speed-up method by realizing the
lowest level loop of the algorithm in hardware.

The ILU recognizes the next specific (active) position and generates a
resultant cube in each cycle. It realizes, using internal distributed control, the
Jowest level iterative loop, as described by formulas (2.1), (2.2), and 2.3).
Therefore, ILU does not need the control unit to execute the basic cube
operations: while generating the resultant cube the role of CU is limited to
generating signals ACTIVATE and REQUEST. ILU is controlled by two
types of signals, iterative signals and global signals. Two of those signals,
global REQUEST and iterative ACTIVATE, work in an "interlock mechan-
ism" that substitutes the "clock” of synchronous machines with a "two-phase
non overlapping rippling waveform" of asynchronous automata. An analogy
that helps to understand the advantages of this architecture over the sequen-
tial processing of all literals is to imagine each literal as a domino tile. The
linear iterative array has all dominos lined up in a way that if the first one
falls, all next will fall in sequence. For the specific positions the correspon-
dent domino tile is removed. This way, when the control unit pushes the first
domino, the domino tiles will fall in a "domino effect” until they reach the
gap left by the specific position, where the domino effect will stop. At that
point the literal is processed and an output cube is generated with each of its
literals being a function of its position in the array. If its domino has already
fallen down it corresponds to state aft_act, if the literal is being processed, it
corresponds to state act (active), when its domino is still standing, it
corresponds to state bef_act. The control unit begins the cycle again by push-
ing the first remaining domino until there are no more standing dominos left.
In fact the iterative circuit has a ring configuration and the control unit serves
as the first and last domino. This way, it is simple for the control unit to
observe the fact that all literals have been processed, without the need to keep
track of which literal is being processed and how many remain to be pro-
cessed.

A co-processor that processes a literal at a time would push a single
domino for each cycle and try to improve performance by increasing the rate
at which it processes each literal. Among the disadvantages of such a method
is that it generates cubes with contradiction that have to be removed. If a cir-
cuit to recognize and remove cubes with contradiction were integrated to the
architecture, then the rate of generation of resultant cubes would be irregular.
The rate of generation of resultant cubes in CCM is regular, making it suit-
able for pipelining and systolic processing, which allows to build large paral-
lel structures from them and was one of the main objectives of our approach.
A great part of the control task is distributed in the asynchronous machines.

4. HARDWARE MAPPING OF CCM-1 ARCHITECTURE.

The CCM chip consists of a processing unit, an interface controller, a
register file and a controt unit (Fig. 1). The processing unit is implemented as
an iterative logic array of basic buiding blocks IT creating an ILU. Each T
includes besides combinational logic an AFSM that modifies the interpreta-
tion of the micro-instructions. In this sense each IT is a small processing unit
that processes a part of a cube in parallel and communicates with other pro-
cessors that are connected in a linear organization. Each IT processes two
bits, i.e. a binary variable or part of an mv variable.

The micro-programmed Control Unit (CU) of the CCM receives a code
of a high level cube calculus operation (CCM instruction) in the Instruction
Register (I) and translates it into simpler basic operations implemented in the
processing unit. In the execution of the sequential instructions the CU
behaves as the first IT of the line, IT[0], and as the last IT, IT(n+1] (n is the
number of IT cells). Bus Interface Unit (BIU) handles the communication
between the system and the CCM. The communication between the BIU and
the ILU is done through shared registers/memory, as is the communication
between the BIU and the CU. The interfaces between the BIU and the ILU
and the CU were made independent, asynchronous and through a protocol to
let the design of the ILU and CU be independent of the BIU. The same Cu
and ILU can be integrated to different systems by redesigning the interface
(BIU) only, and the basic design of the interface for one particular system
can be used over and over for different versions of ILU and CU. The shared
data register file accounts for storing the input cube, the output cubes, and the
intermediate results. Usage of this file prevents also a loss of performance
due to the differences in the processing rates of the system and the ILU to
feed the input operand cubes, generate the resultant cubes, and transfer them
out of the CCM.
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There are other registers used for communication and control, among
them: Multi-value (M), Status (S), Instruction (I). The Status register stores
information useful to support programs in the host processor: the distance of
cubes transmitted to the iterative logic unit, the number of resultant cubes,
flags and semaphores to signalize when the resultant cube is ready or when
there is no result. The register I controls additionally the data transfer and the
iterative signals of the first and the last IT cells of the ILU. The Multi-value
register specifies the number of ITs used by each literal of the cube. There is
one bit in the M for each IT of the ILU plus two for the control unit that emu-
late IT{0] and IT[n+1]. For example, when the content of M is 10011010, the
first bit is for IT[0], the following 2 bits represent a 4-valued variable and
will use the first 2 ITs, the second 2 bits are used by another 4-valued vari-
able and will take another two ITs, the third and the fourth variables are 2-
valued (binary) and will use only one IT cell each, the last bit is for IT[n+1].

In section 4.1 we will describe the basic timing of the active position
propagation in ILU. Section 4.2 illustrates the creation of basic internal and
output signals on a simple example.

4.1. Description of the ILU and CU.

We are now ready to understand the execution of a sequential opera-
tion by the ILU and CU. Fig. 2 illustrates the execution of a sequential
operation, with the stable state of the ITs of the literals (represented as boxes)
after the propagation of the signals showed on the left column. Sequential
operation begins by loading the operand cubes to let blocks IDENTIFY[i] to
recognize all the specific positions. The CU keeps the generated by it global
signals REQUEST and INITIALIZE, as well as the initial signal
ACTIVATE[O] faise and lets all signals VARIABLE(i] in ITs reach their final
values. This is to ensure that only a single AFSM input can change, which is
necessary to avoid all combinational hazards that might be dangerous in the
AFSM, being an asynchronous machine. The interval of time before CU is
ready to do something next has to be long enough for the IT[n] to have the
VARIABLE([n] signal stabilized (delay of 1 IT for a binary variable, 2 IT for
a 4-valued variable,...). This is represented in Fig. 2a. At the end of this
phase all specific positions are marked as values 1 of VARIABLE in
corresponding ITs.

The CU resets the ILU to its initial condition by asserting INITIALIZE, Fig.
2b). By bef we denote the state bef act (which stands for before active) of
AFSM. The control unit does not have the control over signal VARIABLE but
since A, B and M remain stable, VARIABLE will remain stable as well.
Again, it is ensured that there is a single transition in the inputs of the AFSM.
After waiting for all IT cells to reset, the CU deasserts signal INITIALIZE,
Fig. 2¢).

The execution of the instruction really begins by the assertion of ACT/IVATE
for the leftmost IT, ACTIVATE([O], to true. The first literal that has VARI-
ABLE = true will become active. (If many ITs are used to represent a literal,
all of them will have VARIABLE = 1, and all will become active). That can
be the first literal(Fig. 2d.1) or ACTIVATE may ripple through one or more
literals (Fig. 2d.2). By act we denote the state active of AFSM. By aft we
denote the state aft_act (after active) of the AFSM.

After waiting for the signal ACTIVATE to propagate to reach the end of the
string of IT cells and allow the AFSM to reach its new stable state, CU sam-
ples ACTIVATE(n], if it is true there are no resultant cubes to generate and
the operation is finished, if it is false, it means that the signal ACTIVATE has
been stopped by a specific position and the CU has to store the resultant cube
in the data register file. In the latter case the CU deasserts the signal
ACTIVATE to prepare for the next cycle(s), (Fig. 2e).

After waiting for the output to stabilize and latch the result, the CU makes the
REQUEST signal true to prepare for the next cycle. This will make the ITs
in the active position to transit to the aft_act state and let the next
ACTIVATE signal pass for the IT cells after it (Fig. 2f).

The CU deasserts REQUEST to prepare for the next cycle (Fig. 2g).

A new cycle can begin for those literals in state bef_act after the IT cell that
changed from active state to aff_act in d.1 and d.2. Such process is iterated
until signal ACTIVATE = true passes the entire ILU and, as ACTIVATE[n],
reaches the CU; the operation is finished.

4.2. Example of execution of one sequential instruction.

Now, when we understand the basic timing, we will show a complete
example to illustrate the creation of signals in ILU. For this example the
CCM has 6 ITs organized in three variables (M=10001001). The first vari-
able, U, has 6 values, the second variable, V, is binary and the last variable,
Z, is 4-valued (Fig. 3b). The inversion of operand cube A will be executed,
which will generate 2 resultant cubes, s and S. This cube complementation is




illustrated ___in ___ a map from Fig. 3b:
U237 = 123 4 ZI2= U045+ 208 = s +S. Table 1 includes the
signals of ITs for the example from Fig. 3b. The header row includes the
names of the signals. The columns for i=1,2,3 correspond to variable U, the
columns for i=4 to variable V, the columns for i=5,6 to variable Z. The value
of index i is in the row # 1. Its corresponding IT symbol is in row # 2. The
respective bits of the input cube A are shown in row # 3. Since the relation
checked is A=X (where X is denoted by 11), then signals RELATION([i] are
satisfied in IT[2] and IT[4]. This is shown in the row # 4. Signals LEFT and
RIGHT together with RELATION are used to create signal VARIABLE in
each IT. If there is a signal RELATION = 0 within a literal, then in all ITs of
this literal VARIABLE is 1 (see row # 7). Signal COUNT, initially set to O by
CU, counts the number of literals in which signal VARIABLE is 1, i.e. the
number of specific positions. This is propagated from left to right and value
"1" is added at the frontier of the previous and next literal (see row # 8).
Rows # 9 and # 10 present the resultant cubes generated.

The Fig. 3a shows a location of three signals: VARIABLE, state and C
within IT cells from Fig. 3c. Fig. 3c presents six snapshots of the ITs states
during calculation of the resultant cubes s and S. The first three ITs
correspond to variable U, the next IT to variable V, and the last two ITs to
variable Z. In each of the six snapshots, on the left we have the state of sig-
nals signals coming from CU: ACTIVATE[0] and REQUEST. States of sig-
nals VARIABLE, state and C are shown inside boxes. Let us observe that sig-
nals VARTABLE remain stable during propagation of ACTIVATE signals.
The state of signals ACTIVATE([i] are shown between IT boxes, and the final
signal ACTIVATE(n] to CU is shown at the right.

The chain of ILUs will pass the "token" ACTIVATE to generate the
resultant cubes. In the second snapshot the resultant cube s has been gen-
erated, which can be seen as the contents of registers C. In snapshot four the
second resultant cube, S, has been generated. Notice, that the second vari-
able of cube A passes the token without becoming active and without gen-
erating a resultant cube, as it was already explained in section 4.1. The last
snapshot illustrates signal ACTIVATE(n] = I reaching the CU, which ends
the execution of the operation.

Iterative structure of three ITs is shown in Fig. 4. For a more detailed
description of the IT and the VLSI realization see [11].

5. DETAILS OF THE ARCHITECTURE OF THE CCM-1.

Some of the CCM features will be now discussed that have been
skipped in section 4 in order not to overshadow the general idea in details.

To guarantee its correct operation, the AFSM cannot have hazards. An
extra state no_race was added to guarantee state transitions without hazards.
The state no_race and register W are also used for increasing the testability
and fault tolerance of the CCM.

Water (W) register stores one bit of enable for each IT. When a bit of
W is true the corresponding IT repeats the received iterative signals and has
C=11, the AFSM is stuck in state no_race. Having all bits of W true except
for W{k] makes the iterative signals of IT[k], that otherwise would be
"buried" in the ILU, observable and controllable because all IT(i}, i #k are
“transparent as water" for the signals of IT[k). Register Water is also used
when the number of ITs in the ILU is larger than what is required by the size
of the cube. In this case the extra ITs are made inocuos or transparent for the
operation of the ILU. In case a fault is found in the IT that does not prevent
the IT to go to the transparent state this IT can be eliminated, thus preventing
the loss of the chip because of a fault in one of the ITs.

Another important control register is the Mode(D) register. Mode
stores a variable that modifies the interface of the CCM and the operation of
CU. At the moment, there are two modes of CCM operation:

(1) stand_alone mode, when the CCM works independently, the major
characteristics is that all "initial" iterative signals like LEFT[0] and
RIGHT[n+1] come from a register in the CU and the "final" iterative signals
like LEFT{n] and RIGHT[1] are latched by CU in a control register.

(2) chain mode, when CCMs can be chained, replicating in a higher level the
architecture of the ILU where each CCM replaces a part of the ILU, using the
ILUs of the chained CCM to emulate a "longer ILU". According to the data
stored in register D, the CCM is configured to be the last, first or internal
CCM. For the intemal CCM the initial iterative signals come from pins and
the final iterative signals are output to pins as well.

6. DESCRIPTION OF SYSTEM ENVIRONMENT OF CCM-1.

The CCM is a processing element specialized in cube calculus logic
operations. It can be compared to DSP modules from which large data-flow
architectures can be configured. It was designed to work as a co-processor
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to accelerate cube calculus operations. A host processor is required for con-
trol and initialization.

There are two options to execute sequential operations on operand
cubes which are larger than the capacity of the ILU. One option is to cascade
CCMs in the chain mode and emulate a larger ILU. The other is to split the
cubes into pieces. The trick to split the cubes and keep the performance is
not to split literals. In the way the signals RIGHT and LEFT were designed,
the ILU is broken into small iterative circuits for each literal and there is no
propagation of iterative signals in the block IDENTIFY beyond the boundary
of the literal.

Breaking signals ACTIVATE has no performance penalty, as long as no
literal is split, because only one literal is processed at a time and the active
variable is the breaking point for block SIGNALIZE. Pieces of the cube that
are "before” and pieces that are "after” have to generate an output that is the
result of a simple logic operation and the host processor can "fill in the
blanks”. To process the literals with more values than the capacity of the
ILU, the CCM has to be in the stand_alone mode. To process a literal, all
the pieces must be loaded in order and the iterative signals from one piece of
the literal are stored to be used in the following piece. There is a small speed
penalty because all pieces have to be run once, either from left to right or
from right to left, to find the values of the iterative signals LEFT) JRIGHT. In
this case we are sub-utilizing the architecture to just “identify” the variable
and the AFSM is not used.

7. CONCLUSIONS AND EXTENSIONS TO CCM-1.

A prototype of IT was designed in scalable CMOS with the OCT tools
from U.C. Berkeley [29]. The area of the prototype as described is 496x997
lambdas. We found that CCM is an excellent research field. Not only the
idea of making a co-processor for multiple-valued cube calculus operations
opens a new and broad research area, but also the peculiarities of cube cal-
culus led to the development of a new architecture which implementation
generated many new research ideas in itself. We found many new unsolved
problems in the implementation of the circuit. Design of the CCM-1 served
to stimulate new research approaches and formulation of problems of general
nature, which are the subject of our current research [18]. The ultimate goal
of this project is to design a complete add-on board to PC-compatibles that
will serve as a hardware accelerator for logic synthesis and other programs
that use cube calculus subroutines.

The above architecture can be used for solving combinatorial problems
in many areas. In the new variant of CCM [18] several other operations and
relations for other multiple-valued cube calculus operations have been
defined in a similar way, which even further extends its applications.

We divided the architecture into loosely coupled building blocks that
were formalized and generated from a behavioral description and imple-
mented with automatic design tool. Now one can create several variants of
CCM tailoring the architecture to an application with less effort.

The scaling of the chip is simplified because the modularity of the pro-
cessing unit allows to modify its size by changing the number of iterative
cells in the iterative circuit. Also the fact that the processing element is asyn-
chronous eases the scaling problem, by not having to distribute a tightly syn-
chronized clock to large chip areas, even for an ILU with a very large
number of ITs. It seems to be a natural extension of this research to have the
control unit also asynchronous. Following the design methodology to design
asynchronous circuits in [13] the CCM could be the second asynchronous
processor [14].
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